
For businesses from
 high-tech com

panies to banks, big data 
can m

ean big m
oney. For C

altech researchers, how
ever, this 

new
 glut of inform

ation m
eans a new

 w
ay of doing science. 

by M
arcus Y

. W
oo

W
hat’s the B

ig D
eal about

T
H

ER
E’S

 N
O

 D
O

U
B

T
 that w

e’re aw
ash in  

m
ore inform

ation than at any other point in history.  
E

very tim
e you sw

ipe a credit card, buy som
ething online, 

do an Internet search, or upload a photo or video, you  
add to the global flood of data. T

hanks to the exponen-
tial rise of cheaper and faster com

puters—
as described by 

M
oore’s law

, in w
hich G

ordon M
oore (PhD

 ’54) accurately 
predicted that the num

ber of transistors on a com
puter  

chip w
ould double every tw

o years—
w

e can now
 collect,  

process, and store m
ore data than w

e know
 w

hat to do w
ith. 

Such facts and figures as stock m
arket fluctuations, financial 

loan inform
ation, people’s “likes” on Facebook, and their  

shopping habits are potential gold m
ines—

but only if these 
num

bers can be turned into tangible, useful know
ledge.

 
O

f course, targeted advertising and potential  
corporate profits are just the tip of the inform

ation iceberg. 
D

ata is inundating all aspects of society; som
e experts  

say w
e are on the cusp of a transform

ative shift. W
e know

  
from

 experience that w
e can m

ine these unprecedented 
heaps of inform

ation to glean insights into everything  
from

 m
edicine to the environm

ent. T
he H

um
an G

enom
e 

P
roject’s analysis of all the genes in our D

N
A

, for instance, 
has revealed the genetic factors that predispose certain  
people to particular diseases, leading to better diagnoses  
and treatm

ents. Scientists’ constant m
onitoring of the  

earth is helping us understand how
 our clim

ate is changing 
and how

 w
e can best respond to other hazards, like  

earthquakes and m
udslides. E

ven P
resident O

bam
a’s  

reelection cam
paign used large am

ounts of data, com
bined 

w
ith sophisticated statistical analysis, to target potential 

voters like never before, a tactic that’s been credited  
w

ith his victory.
 

W
hich m

ay or m
ay not be w

hy, last year, P
resident 

O
bam

a announced a $200 m
illion B

ig D
ata R

esearch  
and D

evelopm
ent Initiative to im

prove the w
ays w

e take 
advantage of and learn from

 m
assive data sets in such  

areas as health care, the environm
ent, national defense,  

and education.
 

D
espite its nam

e, w
hen it com

es to big data, size  
(or, as researchers tend to refer to it, volum

e) isn’t everything. 
T

here’s also velocity and variety—
w

hich, added to volum
e, 

form
 the so-called three V

s. A
fter all, the huge quantities 

of data are being produced, collected, and dissem
inated so 

rapidly—
a few

 gigabytes of m
easurem

ents per second from
  

the H
iggs-boson-finding L

arge H
adron C

ollider, for instance 
—

that scientists and engineers need to continually create  

new
 com

puter algorithm
s and techniques to be able to sort 

the im
portant inform

ation from
 the useless.

 
In addition, there are often so m

any different kinds  
of data involved in studying a single problem

 that it becom
es 

a real challenge to integrate it all and extract any kind of 
coherent insight. T

o m
onitor the global clim

ate, for instance, 
scientists need to keep track not only of local tem

peratures 
but of sea and ice levels and the presence or absence of  
a m

ultitude of greenhouse gases to gain an understanding  
of the system

 as a w
hole.

 
It’s this level of com

plexity that distinguishes big  
data from

 the data of the past. W
hile data has been  

getting bigger for decades, it has now
 becom

e so abundant,  
com

plex, and rich that its underlying m
eaning is not  

alw
ays self-evident, and conventional approaches to  

understanding it no longer suffice.
 

T
hat bigness is changing m

any areas of science,  
such as astronom

y. Instead of m
easuring a specific thing, 

be it a gene or a single galaxy, scientists now
 grab data  

on everything—
the w

hole genom
e or large sw

aths of sky—
 

and only later com
b through it for potential discoveries. 

“T
here are things you can do now

 that you couldn’t do  
w

ithout this data,” says astronom
er G

eorge D
jorgovski. 

“D
ata com

plexity—
that’s the really interesting part.  

It’s w
here the new

, exciting things happen.”
 

Still, big data isn’t just going to deliver scientific 
breakthroughs on a silver platter. B

ig data m
ay help answ

er 
questions, says m

olecular biologist B
arbara W

old, “but  
big data itself isn’t an answ

er. It’s not m
agic—

nor should 
anyone expect it to be m

agic.” H
ard w

ork, a little ingenuity, 
and the scientific m

ethod w
ill alw

ays apply, W
old says.

 
B

ut the big-data craze isn’t all hype, says M
ark Stalzer, 

form
er executive director of C

altech’s C
enter for A

dvanced  
C

om
puting R

esearch; not by a long shot. “T
here’s an  

underlying truth to it,” he says. “T
here has to be som

ething 
there. A

ctually, I think there’s a lot of great stuff there.”

L
eft: A fram

e from
 a sim

ulation of a ballistic im
pact, looking at the stress experienced by 

the m
ore than one m

illion particles involved w
hen a steel spherical projectile 1.778 m

m
 in 

diam
eter hits a 1.6 m

m
-thick alum

inum
 alloy plate at a speed of 2.7 kilom

eters per second.

The next few
 pages describe not only the im

pact big data is having  
on the science going on at C

altech, but also how
 C

altech com
puter  

scientists and engineers are creating the techniques and infrastructure  
that w

ill be needed for us to navigate our data-intensive future.  
W

hat follow
s is in no w

ay a com
prehensive look at big-data science  

at C
altech; there’s sim

ply too m
uch of it. Instead, as S

talzer says of  
the field itself, “W

e’re just scratching the surface.”

B
ig D
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Im
ages are am

ong the richest form
s of 

data—
and the w

eb is full of them
. T

o 
search for a particular im

age, com
put-

er algorithm
s target key w

ords associ-
ated w

ith the desired picture. B
ut w

hat 
if you w

ant to look up som
ething w

hose 
nam

e you don’t know
 but that you can 

picture in your head—
you know

, that 
broken thingam

ajig in your car engine 
or that colorful bird in your backyard?
 

In m
ost cases, im

ages are not 
adequately cross-referenced, linked, or 
indexed to m

ake such a search possible, 
explains P

ietro Perona, C
altech’s 

A
llen E

. P
uckett P

rofessor of E
lectrical 

E
ngineering. Such im

ages are like the 
m

ysterious dark m
atter that pervades 

the universe—
they’re everyw

here, yet 
invisible. “Im

ages account for the larg-
est portion of the w

eb’s data, and w
e 

don’t know
 how

 to treat them
,” he says. 

“T
his is big data to the tenth pow

er.”
 

T
o address that problem

, Perona 
and his colleagues are w

orking w
ith a 

group at U
C

 San D
iego to develop a 

visual encyclopedia that com
bines 

im
age-processing and m

achine-
learning algorithm

s w
ith expert crow

d-
sourcing. T

hey’ve dubbed it V
isipedia 

because, in the sam
e w

ay that W
ikipe-

dia relies on the public for content, it 
relies on both experts and regular users 
to subm

it, label, and annotate im
ages.

 
T

he researchers are starting rela-
tively sm

all, building V
isipedia around 

bird im
ages so as to take advantage 

of the enthusiasm
 and dedication of 

bird-w
atchers. T

he idea of V
isipedia is 

for you to be able to upload a picture 
of a bird you’ve never seen before and 
get back m

ore pictures of the sam
e spe-

cies—
as w

ell as a W
ikipedia-like entry 

that identifies and describes it.
 

Initially, hum
ans w

ill do m
ost 

of the im
age annotation. B

ut as the 
annotators develop a system

atic w
ay 

“T
he cloud” sounds like som

ew
here 

m
agical—

an ethereal place w
here 

m
uch of our com

puting happens and 
w

here our em
ail, photos, and m

usic 
live, along w

ith a seem
ingly endless 

am
ount of other inform

ation. B
ut in 

reality the cloud isn’t quite so perfect.
 

T
he cloud consists of m

assive 
data centers—

enorm
ous w

arehouses 
containing thousands and thousands 
of com

puters, hum
m

ing aw
ay 24/7. 

C
om

panies like G
oogle, M

icrosoft, and 
A

m
azon operate tens of thousands of 

these data centers all around the coun-
try. A

nd because the com
puters need to 

be on at all tim
es—

delays or interrup-
tions are bad for business—

they carry 
a substantial environm

ental cost.
 

“T
hese data centers are huge 

pow
er sucks,” says C

altech professor 
of com

puter science A
dam

 W
ierm

an, 
w

ho’s w
orking to m

ake such centers 
environm

entally sustainable. A
ccount-

ing for 2 to 3 percent of the nation’s 
energy use, data centers em

it as m
uch 

carbon as the airline industry, he says. 
A

n investigative report last fall by the  

A
 G

reener 
C

loud
Im

age 
S

earch
N

ew
 York T

im
es found that som

e data 
centers w

aste at least 90 percent of  
the electricity they take from

 the pow
er 

grid. A
nd m

any are in violation of  
various environm

ental regulations.
 

T
o help rem

edy the problem
,  

engineers are w
orking to develop  

m
ore efficient hardw

are—
such as pro-

cessors that can run at higher tem
pera-

tures and require less cooling—
and 

som
e data centers are starting to run 

on renew
able energy. B

ut renew
able 

energy is unpredictable: it’s not alw
ays 

sunny, and the w
ind doesn’t alw

ays 
blow

. T
hat’s w

here W
ierm

an com
es in.

 
D

ata centers are m
anaged by 

softw
are that determ

ines w
hich 

server should do w
hat w

hen. T
o help 

these centers deal w
ith erratic energy 

sources, W
ierm

an and his colleagues 
have developed new

 algorithm
s that 

optim
ize how

 the centers are used.  
Say you w

ant to w
atch a m

ovie online. 
Instead of having your netw

ork access 
the m

ovie through the nearest data 
center, even if it happens to be cloudy 
there, the new

 algorithm
s w

ould send 
the task to a center in sunny A

rizona, 
w

here solar energy is available.  
O

r, if one data center is unusually busy,  
the algorithm

s w
ould then distribute 

tasks to other data centers that  
happen to be underused at that tim

e.
 

A
 large fraction of a data center’s 

tasks involve backing up data or  

to describe the im
ages and identify 

im
portant features—

like the shape of a 
beak—

the researchers hope that their 
com

puter-vision and m
achine-learning 

softw
are w

ill be able to learn enough 
from

 the hum
an annotators to even-

tually do the sam
e job itself. “Y

ou can 
think of this as a netw

ork of people 
and m

achines w
ho are collaborating to 

achieve a certain goal,” Perona says.
 

U
ltim

ately, the V
isipedia the sci-

entists envision w
ill be alm

ost entirely 
autom

ated—
and it w

on’t be aim
ed 

only at ornithologists and bird-w
atch-

ers. T
his type of im

age recognition 
and searchability w

ould be great for 
online shopping, Perona notes, or as a 
pow

erful tool for use in science, w
hich 

is becom
ing increasingly dom

inated by 
visual data, organizing and autom

at-
ically searching im

ages ranging from
 

stars and galaxies to cells and tissues 
and even atom

s. Such a visual ency-
clopedia could help scientists hunt for 
im

ages of a specific kind of rock or 
geological feature, for instance, from

 
am

id the thousands of pictures taken 
of the m

artian surface. “O
nce w

e get it 
just right for birds,” Perona says, “you 
can im

agine an enorm
ous num

ber of 
situations in w

hich you w
ould w

ant 
som

ething of this sort.” 

R
oughly 70

 G
oogle 

searches produce  
as m

uch C
O

2  as boiling  
a kettle of w

ater. 

doing updates and other jobs that don’t 
need to be com

pleted right aw
ay.  

T
he new

 algorithm
s therefore delay 

nonurgent jobs w
hile prioritizing those 

that require im
m

ediate attention.  
A

nd if certain servers aren’t needed 
at all at a particular tim

e—
say in the 

m
iddle of the night, w

hen dem
and  

is low
er—

then they w
ill be shut off.

 
A

lthough com
panies tend to get 

nervous w
hen you start shuttling tasks 

around and turning servers on and 
off, the researchers have show

ed—
on 

a fundam
ental, theoretical level—

that 
their algorithm

s are indeed reliable 
and w

ill save com
panies m

oney in 
the long run. “W

e’ve been able to 
give really rigorous guarantees on the 
algorithm

s,” W
ierm

an says. A
lthough 

the vast m
ajority of data centers have 

yet to adopt these sustainable ap-
proaches, W

ierm
an is partnering w

ith 
H

ew
lett-Packard, w

hich supplies server 
system

s to other com
panies—

including 
A

pple—
to im

plem
ent the algorithm

s.
 

W
ierm

an is now
 beginning to 

apply his algorithm
s to the integration 

of renew
able-energy-pow

ered data  
centers into the electrical pow

er grid  
itself. For instance, w

hen there’s high 
dem

and on the grid—
say on a sw

elter-
ing sum

m
er day—

a utility com
pany 

could pay a renew
able-energy-pow

ered 
data center to low

er its energy usage 
by, for instance, delaying nonurgent 
com

putational tasks. T
he result w

ould 
be m

ore available energy to be used 
elsew

here on the grid during those 
peak tim

es. B
y providing such a pow

er 
boost, the data centers w

ould act like 
a battery that has stored aw

ay extra 
energy to inject into the grid, W

ierm
an 

explains. “It’s a huge w
in for the grid 

because batteries are expensive. It’s  
going to be a long tim

e before large-
scale batteries are w

idely available.” 
U

sing his algorithm
s in this w

ay, he 
adds, w

ill hopefully propel us ever 
closer to a sustainable future.

T
he Southern C

alifornia Seism
ic  

N
etw

ork (SC
SN

)—
run by C

altech  
and the U

.S. G
eological Survey—

 
operates seism

om
eters at m

ore than 
400 sites spanning the region. T

hese 
sensors m

onitor every quiver and  
shake in the ground, recording seism

ic 
activity and sending the data via m

icro- 
w

ave signals, satellite, and the Internet 
to C

altech, w
here it’s stored and  

analyzed. E
arthquakes are im

m
ediately 

and autom
atically identified, located, 

and given a m
agnitude. 

 
T

he data rates aren’t so big as  
to be a problem

—
yet. B

ut they w
ill be 

a challenge as the SC
SN

 researchers 
continue to build up the netw

ork,  
says C

altech geophysics professor 
R

obert C
layton. T

his year alone w
ill 

see the addition of 100 m
ore sensors, 

w
hich w

ill add considerably m
ore  

data for the seism
ologists to juggle. 

O
ne possible solution is to upload the 

data to the cloud—
w

hich w
ould also 

rem
ove the inherent problem

 of  
having a data center located in the 
m

iddle of earthquake country.
 

B
ut it’s not only the SC

SN
  

that’s a data goldm
ine: C

altech also 
operates the C

om
m

unity Seism
ic  

N
etw

ork (C
SN

), a denser netw
ork  

of about 300 sensors designed for the 
hom

e or office, centered in the Pasade-
na region. D

ata from
 these sensors is 

autom
atically processed and uploaded 

to the cloud. T
he eventual goal is to 

have at least one sensor on alm
ost 

every block—
as w

ell as in schools,  
hospitals, and on each floor of high  
rises. T

hat w
ould require expanding 

the netw
ork by a factor of over 100, 

says M
ani C

handy, Sim
on R

am
o 

P
rofessor and professor of com

puter 
science at C

altech, and it w
ould also 

require new
 com

puter architectures  
to process the increased data flow

,  
in w

hich several thousand signals m
ust 

be processed every second. “C
urrent  

algorithm
s aren’t fast enough to deal 

w
ith that am

ount of data,” he says.

S
eism

ic  
N

etw
orks 
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A
 decade ago, it w

as im
possible to 

transfer the large data sets that are  
now

 com
m

on at the L
arge H

adron 
C

ollider (L
H

C
). T

he problem
 lay w

ith 
the com

puters’ so-called protocols—
the system

s of rules that dictate how
 

data is transferred throughout a net-
w

ork like the Internet, setting up con-
nections and autom

atically resending 
inform

ation that gets lost or delayed.
 

W
hile the protocols of the early 

2000s w
ere satisfactory for the Internet 

and m
ost people’s needs, physicists  

like C
altech’s H

arvey N
ew

m
an knew

 
they w

ould not be able to handle the 
oncom

ing deluge of L
H

C
 data. T

o 
solve the problem

, N
ew

m
an team

ed  
up w

ith Steven L
ow

, professor of  
com

puter science and electrical  
engineering, and one of C

altech’s 
experts on inform

ation netw
orks.

 
A

t the tim
e, L

ow
 says, there w

as 
no system

atic w
ay to design a protocol 

that w
ould w

ork for the huge netw
orks 

required by physicists. “So w
hat w

e 
did w

as try to really understand the 
problem

 by stepping back and devel-
oping a m

athem
atical m

odel of such 
netw

orks,” he explains. W
orking w

ith 
professor John D

oyle and a group of 
electrical engineers and com

puter 
scientists at C

altech, L
ow

 developed 
a deeper, structural understanding of 
these netw

orks that allow
ed the team

 
to build a protocol that could be as big 
and com

plex as needed. “T
his w

as not 
possible before,” he says.
 

L
ow

’s ideas led to a new
 protocol 

called Fast T
C

P (for T
ransm

ission 
C

ontrol P
rotocol), w

hich N
ew

m
an 

used to set a new
 data-transfer record 

each year from
 2003 to 2008. N

ew
m

an 
and his group have since developed 
a sophisticated application called 
Fast D

ata T
ransfer—

w
hose principal 

author is C
altech com

putational 

scientist Iosif L
egrand—

w
hich doesn’t 

just establish a protocol but optim
izes 

the w
ay huge data sets are transferred 

across the w
orld, w

hich is essential for 
doing L

H
C

 physics. T
his has allow

ed 
the team

 to continue breaking records: 
last fall, they hit a record-setting 339 
gigabits per second, w

hich is equivalent 
to sending one m

illion full-length 
m

ovies in one day.
 

D
em

ands for high-speed data 
transfer have continued to grow

,  
even am

ong nonphysicists. A
nd so,  

in 2006, L
ow

 and his colleagues 
started a com

pany called FastSoft to 
com

m
ercialize Fast T

C
P. L

ast year, 
FastSoft w

as acquired by A
kam

ai 
T

echnologies, w
hich helps everyone 

from
 N

B
C

 to N
A

SA
 deliver their 

online content. So that G
rum

py C
at 

video you w
atched the other day? 

T
here’s a good chance it w

as brought 
to you by Fast T

C
P.

B
arbara W

old, B
ren P

rofessor of 
M

olecular B
iology at C

altech, w
ants to 

untangle the com
plex w

ebs of inter-
acting genes—

called gene regulatory 
netw

orks—
that determ

ine w
hether a 

cell w
ill ultim

ately becom
e a m

uscle 
cell, a bone cell, or som

e other part of 
the adult organism

. T
hese regulatory 

netw
orks consist of genes that turn one 

another on and off; how
 those interac-

tions play out determ
ines the cell’s fate.

 
T

o understand this process in full 
genetic and biochem

ical detail, W
old 

T
he L

arge H
adron C

ollider (L
H

C
) 

at the E
uropean O

rganization for 
N

uclear R
esearch (C

E
R

N
) in G

e-
neva—

w
here last sum

m
er physicists 

discovered the H
iggs boson—

is a 
m

achine capable of slam
m

ing trillions 
of protons together at up to 99.9999991 
percent of the speed of light, so fast  
that a proton careens around the  
accelerator’s 27-kilom

eter circular 
track 11,000 tim

es in one second.
 

T
he accelerator creates 600  

m
illion collisions per second, generat-

ing a flurry of other particles, w
hich 

then decay into yet m
ore particles.  

D
etectors like the C

om
pact M

uon 
Solenoid—

used by C
altech physicists at 

C
E

R
N

—
m

easure the velocity, position,  
electric charge, m

ass, and energy of 
every particle. T

hat’s a lot of data.
 

Indeed, there’s so m
uch data that 

sharing it w
ith the thousands of physi-

cists w
orldw

ide poses quite a challenge. 
In the 1990s, w

hen construction of the 
L

H
C

 began, C
altech professor of phys-

ics H
arvey N

ew
m

an and com
putation-

al scientist Julian B
unn cam

e up w
ith 

w
hat turned out to be the best solution: 

a tiered system
 through w

hich different 
types of data trickle dow

n from
 C

E
R

N
  

to institutions around the w
orld for 

storage and sharing. W
ith this distrib-

uted system
, the data can be accessed 

by all the L
H

C
 partners w

ithout every-
thing needing to be copied and sent to 
everyone.

B
iology  

G
ains  

Perspective

A
 Faster Internet 

500 petabytes ≈ 100,000,000 D
V

D
s

B
ig  

Physics

 
C

E
R

N
 is the sole T

ier 0 institution 
that creates and stores all of the raw

 
data. T

here are 13 T
ier 1 institutions 

that store the data for different regions  
of the w

orld; that inform
ation is then  

distributed to and analyzed at hundreds 
of T

ier 2 and T
ier 3 institutions.  

A
bout 500 petabytes of data are stored 

am
ong all the institutions w

orldw
ide.

 
B

ut that’s not the w
hole of it. 

T
here’s also com

puter-sim
ulation  

data, the quantity of w
hich is 10 tim

es 
greater than that of experim

ental  
data, B

unn says. C
om

paring the 
sim

ulation data w
ith the experim

ental 
data allow

s physicists to search 
for unexpected phenom

ena—
any 

discrepancies that m
ight herald a new

 
particle or even a new

 kind of physics. 
T

his sim
ulation data, too, is distributed 

via the L
H

C
 grid, but because anyone 

can generate such sim
ulations, it can 

be sent as easily from
 low

er to higher  
tiers as from

 higher to low
er.

 
T

he group led by N
ew

m
an and 

C
altech physics professor M

aria  
Spiropulu has also developed ever- 
better data-transfer m

ethods; thanks  
to their w

ork, m
ore than 250 petabytes  

w
ere transm

itted through the  
L

H
C

 com
puting grid in 2012 alone.  

A
s the L

H
C

 continues to crank up  
its collision rates, N

ew
m

an says, the  
flood of data w

ill reach the exabyte 
range (an exabyte is a billion gigabytes).  
O

ver the next 10 years, data volum
es 

and transfer rates are expected to grow
 

a hundredfold.

and her colleagues use genom
ics,  

a field that focuses on the genom
e,  

w
ith its 20,000 genes and hundreds  

of thousands of new
ly m

apped  
regulatory elem

ents. She says that the 
availability of “genom

e-w
ide” data for 

hum
ans and key m

odel organism
s is 

transform
ing how

 scientists approach 
m

any problem
s in m

odern biology.
 

O
f course, the am

ount of  
inform

ation is large, because each 
hum

an or m
ouse genom

e consists  
of 6 billion D

N
A

 bases. T
his calls for 

new
 data-m

ining tools and w
ays to 

visualize data. C
urrently, integrating  

thousands of genom
ic datasets to  

extract new
 relationships am

ong  
genes and their regulatory elem

ents  
is a m

ajor challenge.
 

In June, W
old coauthored a  

w
hite paper that announced a new

 
global alliance for sharing genom

ic  

and clinical data. T
he ultim

ate goal  
of the alliance—

of w
hich C

altech  
is one of 70 founding institutional 
partners—

is to pool data, including 
genom

e data and inform
ation about 

treatm
ent received and outcom

es.  
T

he resulting vast reservoir of data  
w

ill help authorized researchers  
discover new

 causal relationships,  
doctors m

ake better diagnoses,  
and scientists form

ulate new
  

hypotheses. T
his is expected to be 

especially pow
erful for genom

ic  
diseases of high com

plexity such  
as cancer and autism

.  
 

“C
reating and using large  

public databases that draw
 on data  

is a style of basic biology research  
that began w

ith the first genom
e 

sequences,” W
old says. “It is very 

exciting to see it fusing w
ith clinical 

m
edicine to the benefit of both.”

L
eft: W

ithin a genom
e are sequences of D

N
A that regulate other genes, dictating w

hen they turn on or off. Som
etim

es, those regulatory sequences 
and the genes they control are in com

pletely different sections of the D
N

A strand—
separated by thousands or even m

illions of D
N

A base pairs.  
T

his diagram
 illustrates the physical interactions betw

een the genes in the m
ouse genom

e that are needed to turn a precursor cell called a m
yoblast 

into a m
yocyte, a type of skeletal m

uscle cell.
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M
ost stars rem

ain static over the 
course of a hum

an lifetim
e, but som

e 
rapidly brighten, dim

, flare, or even  
explode. O

bjects w
hose brightness  

varies significantly are called  
transients, and they help astronom

ers 
understand how

 stars live and die,  
and how

 black holes form
.

 
C

altech astronom
ers using 

C
altech’s Palom

ar T
ransient Factory 

(P
T

F
) and the C

atalina R
eal-T

im
e 

T
ransient Survey (C

R
T

S) have trained 
autom

ated telescopes on the heavens 
to search for such objects—

and have 
brought in quite a haul. T

hey have  
discovered thousands of variable  
stars and bright, black-hole-pow

ered  
galactic nuclei. B

ut the surveys m
ay 

have m
ade their biggest m

ark by 
recording thousands of new

 stellar 
explosions called supernovae. 
 

T
ogether, P

T
F and C

R
T

S have 
discovered alm

ost 4,000 of the m
ore 

than 6,300 supernovae know
n so far. 

A
nd the surveys’ num

bers rise daily.  
B

y collecting so m
uch data, astron-

om
ers have been able to discover 

entirely new
 kinds of astronom

ical 
objects—

such as new
 classes of su-

pernovae—
prom

pting new
 scientific 

inquiries, says astronom
y professor 

G
eorge D

jorgovski. A
nd P

T
F and 

C
R

T
S are only the beginning. 

 
T

he Z
w

icky T
ransient Facility,  

also led by C
altech, is a P

T
F upgrade 

that’s set to begin its survey in 2015. 
A

nd, w
ithin the next decade, the  

L
arge Synoptic Survey T

elescope 
(L

SST
) w

ill begin a constant w
atch  

of the night sky w
ith greater sensitivity 

and resolution than ever before.  

basic pattern-recognition and  
m

achine-learning algorithm
s to identify 

the inform
ation that’s w

orth keeping.
 

Still, no m
atter how

 good the  
tools are, there is sim

ply too m
uch data 

for professional astronom
ers to analyze. 

T
he solution, D

jorgovski says, is to 
m

ake that inform
ation accessible to  

all. “W
hen you have little data, data  

is precious,” he says. “B
ut w

hen there’s 
so m

uch data that you can’t possibly  
do it yourself, it’s actually irresponsible 
not to let others do it.”
 

T
he C

R
T

S already m
akes its 

entire data set publicly available;  
the hope is that am

ateur enthusiasts 
w

ill dive in and m
ake their ow

n  
discoveries. A

ccording to D
jorgovski, 

it’s this dem
ocratization of science  

that w
ill be the m

ost im
portant  

consequence of the data explosion  
in astronom

y.
 

“A
nybody w

ith an Internet con-
nection has the sam

e opportunity as 
astronom

ers at C
altech,” he says.  

“A
nd that’s great.”  

A
nalytics—

also know
n as advanced 

statistics—
has changed the w

ay  
pros play baseball and basketball.  
A

nd now
 it’s changing C

altech  
basketball as w

ell.
 

W
hat is advanced statistics?  

“It’s inform
ation beyond the box 

score,” explains O
liver E

slinger,  
the head coach of the C

altech m
en’s 

basketball team
. K

now
ing how

 m
any 

points som
eone scored in a gam

e isn’t 
as inform

ative as how
 that player got 

those points: w
hen and w

here on the 
court he m

ade his shots; w
hether those 

shots w
ere contested jum

pers or easy 
layups; w

hether they w
ere the result 

of set plays or w
ere assisted and, if so, 

w
hich team

m
ate passed the ball. 

 
E

slinger and his coaching staff 
record and annotate every detail of 

A
 N

um
bers G

am
e

Flashes  
in the  
N

ight

every gam
e and practice, developing 

form
ulas to better quantify the  

perform
ance of each player and the 

team
 as a w

hole. E
very play provides 

a plethora of data that can be used 
by coaches during practices, w

hen 
determ

ining gam
e-day strategies and 

lineups, and w
hen instructing players 

on how
 they can im

prove during the 
off-season.  
 

T
he use of advanced statistics  

is still rare in D
ivision III, E

slinger  
says. “I’d be surprised if any other  
D

III coaches are doing w
hat w

e’re  
doing,” he notes. “I’d like us to be at 
the forefront of analytics in college 
sports.” A

nd for a place like C
altech, 

that’s certainly fitting.

W
hile P

T
F and C

R
T

S m
ight detect  

a few
 tens of transients per night, 

D
jorgovski says, L

SST
 should be able 

to find as m
any as 10 m

illion. 
 

In addition, this fall C
altech’s 

O
w

ens V
alley R

adio O
bservatory 

L
ong-W

avelength A
rray is set to  

begin im
aging the entire view

able  
sky every second to search for  
transient signals at radio frequencies—

 
in particular, signals from

 nearby  
exoplanets. T

hese signals arise w
hen  

particles spew
ing from

 the planets’ 
stars interact w

ith the planets’  
m

agnetic fields. D
uring its hunt  

for transient signals, the array w
ill  

generate 2.5 gigabytes of raw
 data 

every second, a rate sim
ilar in scale  

to that of the L
arge H

adron C
ollider, 

says astronom
er G

regg H
allinan,  

w
ho’s leading the radio transient search. 

 
T

he im
pending explosion of  

data m
akes the developm

ent of  
tools capable of analyzing all of it  
increasingly im

portant, D
jorgovski  

says. T
hat’s w

hy he and his colleagues 
at C

altech and JPL
 are developing  

Above: E
xam

ples of discoveries from
 the C

R
T

S survey show
, on the  

left, galaxies before supernova explosions. T
he im

ages on the right show
  

the galaxies w
ith the supernovae circled. W

hen the top right photograph  
w

as taken, there w
as an asteroid passing through the field at the sam

e  
tim

e; the softw
are identifies asteroids and separates them

 from
 astrophysical  

transients like supernovae.

M
obile-phone base stations, fiber-optic 

cables, and satellites allow
 us to reach 

alm
ost anyone anyw

here on the planet. 
O

ur com
m

unication netw
orks are 

huge, linking together m
illions of com

-
ponents—

such as cell-phone tow
ers 

and internet servers. In our data-driven 
w

orld, the size and com
plexity of these 

netw
orks w

ill only increase.
 

T
he problem

 is, engineers don’t 
have a system

atic w
ay of designing 

such intricate netw
orks to function 

in the m
ost efficient m

anner possible. 
“N

etw
ork design is m

ore of an art form
 

than a science,” says M
ichelle E

ffros, 
the G

eorge V
an O

sdol P
rofessor of 

E
lectrical E

ngineering at C
altech and 

an expert on netw
ork and inform

ation 
theory. “People get good at it through 
experience and intuition.”
 

N
etw

ork com
ponents w

ork  
differently linked together than they 

B
etter N

etw
orks

do as individual devices, researchers 
have discovered in recent years. B

ut 
w

ithout a w
ay to rigorously predict how

 
a netw

ork w
ill behave as a w

hole, engi-
neers have to resort to trial and error, 
resulting in inefficient netw

orks that  
can slow

 traffic and decrease reliability.
 

N
ow

, E
ffros and her colleagues 

have devised som
e new

 m
athem

atical 
m

odels of generic netw
ork com

ponents 
that do predict how

 they w
ould w

ork 
w

hen pieced together in a netw
ork. 

“P
roving that such m

odeling is even 
possible is a surprising result,” she says.
 

T
he researchers have so far devel-

oped m
odels for the five m

ost funda-
m

ental netw
ork com

ponents—
w

hich 
can be used to analyze all netw

orks 
built from

 these com
ponents. E

ffros’s 
ultim

ate goal is to keep enlarging this 
library, integrating the m

odels into a 
piece of softw

are that others can then 

use to design any kind of netw
ork  

they w
ant. U

sing this tool, netw
ork  

engineers could, for instance, com
pare  

and optim
ize designs on a com

puter  
before they actually begin construction.
 

“T
he sam

e ideas apply no m
atter 

w
hat your netw

ork is,” E
ffros says—

w
hether you’re talking about w

ireless 
netw

orks, the Internet, or the sensors 
som

e grocery stores have installed on 
their shelves to m

onitor the freshness  
of foods. Som

e researchers are even  
exploring the possibility that such  
m

odels can be used to understand  
the genetic netw

orks that govern the  
developm

ent of em
bryos, she says.

 
“If w

e don’t figure out how
  

to use our netw
orks properly and  

design them
 better, the path w

e’re on  
w

ill be lim
ited,” she says. “T

o keep  
expanding our com

m
unication  

capabilities requires real advances.”
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