


In This Issue 

Pedagogical President 

On the cover - a sight familiar to 
every past or present Caltech fresh
man: the front of the big physics 
lecture hall in East Bridge Lab. The 
unusual aspect of the picture is that 
the professor covering the black
boards with the mathematical 
evolution of Einstein's special 
theory of relativity from the 
Lorentz transformations is Caltech 
President Marvin Goldberger. "A 
Duty to Profess" beginning on 
page 1 0 tells something of how and 
why he got into Physics 1. 

Getting Together 

Like marriage, collaborative re
search programs between universi
ties and industry involve varying 
degrees of emotional attachment, 
mutual convenience, direct and in
direct benefits, risk-taking, adjust
ments to new ideas and ways of 
doing things, and a host of other 
factors that accompany the estab
lishment of relationships between 
sets of dissimilar colleagues. 

Recently the number of these 
associations has been increasing, 
and there are good reasons on both 

sides for wanting them to work out. 
The university needs industrial 
funding and an outlet for key re
search. Industry needs to keep in 
touch with advances in science in 
order to profit from emerging ideas, 
techniques, and technologies. With 
these factors in mind, E&S presents 
in this issue five short articles on 
this subject - two by people in the 
academic community, three by men 
from industry. 

The intro
ductory arti

'cle is by 
DonaldR. 
Fowler, 
general 
counsel for 
Caltech. 
Fowler re
cently made a two-phase study of 
the widely reported need for en
hanced university-industry research 
relationships: a historical review 
and an empirical survey of 158 re
search managers from both industry 
and academia. "Impediments to 
Successful University-Industry Re
search Relationships," which be
gins on page 12, discusses some of 
the results of the survey. 

Last November the Research 
Directors Conference, sponsored by 
Caltech's Industrial Associates, 
looked at the same subject from a 
different standpoint. A panel dis
cussion featured three speakers 
from industry with hands-on experi
ence of university-industry research 
relationships - Martin Cooper, 
vice president and director of re
search for Motorola, Inc.; Louis 
Fernandez, vice chairman of the 
board of Monsanto Company; and 
John Tormey, director of corporate 
technical policy (since retired) for 
Rockwell International Corporation. 
And John Roberts, Institute Profes
sor of Chemistry (and at that time, 

STAFF: Editor - Jacquelyn Bonner 
Managing Editor - Jane Dietrich 
Photographer: - Robert paz 

provost and vice president and dean 
of the faculty), gave a brief state
ment on the situation from the 
academic point of view. Excerpts 
from these four talks begin on page 
15 in "Universities and Industry in 
Collaboration.' ' 

Charm and Beauty 

When Hamlet pointed out nearly 
400 years ago that "there are more 
things in heaven and earth" than 
his friend Horatio dreamed of, he 
could have been speaking for physi
cists today as they try to describe 
the particles and forces that seem to 
make up the universe. A few of the 
mysteries are, however, being 
slowly unraveled with the aid of 
some exotic but creative instru
ments and experiments, plus scien
tific logic. In "A Crystal Ball 
Looks at Charm and Beauty, " be
ginning on page 4, Frank Porter 
and Charles Peck explain a bit 
about each of these factors. 

Frank Por
ter got his 
BS at Cal
tech in 1972, 
went off to 
UC Berkeley 
for his PhD, 
and returned 
to the Insti
tute in 1977. He became a senior 
research fellow in physics in 1980. 
His co-author, Charles Peck, is also 
a Caltech 
alumnus 
(PhD '64), 
who stayed 
on at the In
stitute, be
coming a 
full profes
sor of phys
ics in 1977. 
Both are active in high energy 
physics research. 
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A Crystal Ban Looks at Charm and Beauty - by Frank C. Porter and Charles W Peck 
The current search for understanding of the strongest known force in the universe 
involves a sophisticated apparatus, two elusive particles, and a lot of ingenuity 
and determination. 

A Duty to Profess 
Caltech's President Marvin Goldberger sets an example by teaching a term of 
freshman physics. 

Impediments to Successful University-Industry Research Relationships 
- by Donald R . Fowler 
Universities need industrial funding, and industry needs to keep in touch with 
advances in science and technology. Caltech's General Counsel reports on his 
survey designed to identify the barriers that keep these groups apart. 

Universities and Industry in Collaboration 
Three managers of industrial research and one from academia discuss their 
real-life experiences in university-industry research relationships. 

A CADRE of Engineering Computers at Caltech - by Dennis Meredith 
The director of Caltech's News Bureau describes what computer-aided design can 
do for research and education at the Institute. 

A Sonnet from Science 
The F eynman Lectures on Physics were published just 20 years ago - a fact that 
elicited a little poetry from alumnus Jonathan Post and a few statistics from 
publisher Addison-Wesley. 
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The Travel Program Of 

Flights 
This is a private travel program especially planned for the alumni of Harvard, Yale, Princeton and certain other 
distinguished universities. Designed for the educated and intelligent traveler, it is specifically planned for the person 
who might normally prefer to travel independently, visiting distant lands and regions where it is advantageous to travel 
as a group. The itineraries follow a carefully planned pace which offers a more comprehensive and rewarding manner of 
travel, and the programs include great civilizations, beautiful scenery and important sights in diverse and interesting 
portions of the world: 

TREASURES OF ANTIQUITY: The treasures of classical antiquity in Greece and Asia Minor and the Aegean Isles, 
from the a<:tual ruins of Troy and the capital of the Hittites at Hattusas to the great city-states such as Athens and Sparta 
and to cities conquered by Alexander the Great (16 to 38 days). VALLEY OF mE NILE: An unusually careful survey 
of ancient Egypt that unfolds the art, the history and the achievements of one of the most remarkable civilizations the 
world has ever known (19 days). MEDITERRANEAN ODYSSEY: The sites of antiquity in the western Mediterra
nean, from Carthage and the Roman cities of North Africa to the surprising ancient Greek ruins on the island of Sicily, 
together with the island of Malta (23 days). 

EXPEDITION TO NEW GUINEA: The primitive stone-age culture of Papua-New Guinea, from the spectacular 
Highlands to the tribes of the Sepik River and the Karawari, as well as the Baining tribes on the island of New Britain 
(22 days). The soum PACIFIC: a magnificent journey through the "down under" world of New Zealand and 
Australia, including the Southern Alps, the New Zealand Fiords, Tasmania, the Great Barrier Reef, the Australian Out
back, and a host of other sights. 28 days, plus optional visits to South Seas islands such as Fiji and Tahiti. 

INDIA, CENTRAL ASIA AND mE HIMALAYAS: The romantic world of the Moghul Empire and a far-reaching 
group of sights, ranging from the Khyber Pass and the Taj Mahal to lavish forts and palaces and the snow-capped 
Himalayas of Kashmir and Nepal (26 or 31 days). SOUTH OF BOiliBAY The unique and different world of south 
India and Sri Lanka (Ceylon) that offers ancient civilizations and works of art, palaces and celebrated temples, historic 
cities, and magnificent beaches and lush tropical lagoons and canals (23 or 31 days). 

THE ORIENT- The serene beauty of ancient and modern]apan explored in depth, together with the classic sights and 
civilizations of southeast Asia (30 days). BEYOND mEjAVA SEA: A different perspective of Asia, from headhunter 
villages in the jungle of Borneo and Batak tribal villages in Sumatra to the ancient civilizations of Ceylon and the 
thousand-year-old temples of central Java (34 days). 

EAST AFRICA AND mE SEYCHEllES: A superb program of safaris in the great wilderness areas of Kenya and Tan
zania and with the beautiful scenery and unusual birds and vegetation of the islands of the Seychelles (14 to 32 days). 

DISCOVERIES IN mE soum: An unusual program that offers cruising among the islands of the Galapagos, the 
jungle of the Amazon, and astonishing ancient civilizations of the Andes and the southern desert of Peru (12 to 36 clays), 
and soum AMERICA, which covers the continent from the ancient sites and Spanish colonial cities of the Andes to 
Buenos Aires, the spectacular Iguassu Falls, Rio de Janeiro, and the futuristic city of Brasilia (23 days). 

In addition to these far-reaching surveys, there is a special program entitled "EUROPE REVISITED, "which is design
ed to offer a new perspective for those who have already visited Europe in the past and who are already familiar with the 
major cities such as London, Paris and Rome. Included are medieval and Roman sites and the civilizations, cuisine and 
vineyards of BURGUNDY AND PROVENCE; medieval towns and cities, ancient abbeys in the Pyrenees and the 
astonishing prehistoric cave art of SOUTHWEST FRANCE,' the heritage of NORTHERN ITALY, with Milan, Lake 
Como, Verona, Mantua, Vicenza, the villas of Palladio, Padua, Bologna, Ravenna and Venice; a survey of the works of 
Rembrandt, Rubens, Van Dyck, Vermeer, Brueghel and other old masters, together with historic towns and cities in 
HOLLAND AND FLANDERS: and a series of unusual journeys to the heritage of WALES, SCOTLAND AND 
ENGLAND. 

Prices range from $2,225 to $ 5,895. Fully descriptive brochures are available, giving the itineraries in complete detail. For 
further information, please contact: 

Alumni Flights Abroad 
Dept. CT 3 

White Plains Plaza, One North Broadway 
White Plains, New York 10601 



A CryS'L,,~..L 
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by Frank C. Porter and Charles W. Peck 

SINCE THE beginnings of modem science, 
one of its most important and exciting goals 

in the quest to understand nature has been to iden
tify and describe the fundamental forces. Over the 
years, four such forces have been established. 
Three ofthese have long been "understood," at 
least at a working level, in terms of well-defined 
theoretical structures: the gravitational force (17th 
century), the electromagnetic force (19th cen
tury), and the weak force (1930s). In the late 
1960s, a great advance in our understanding was 
made when the theoretical descriptions of the 
electromagnetic and weak forces were unified 
into a single theory. And even more recently -
in the 1970s - a likely candidate for a theory of 
the fourth fundamental force, the strong interac
tion, has finally arisen. The long time between 
the realization in the 1930s that such a strong 
force existed and the recent development of a 
theory to describe it was certainly not because 
this force is of little consequence in nature. In 
fact, the strong force is responsible for holding 
the neutrons and protons together inside the atom
ic nucleus, and so, in some sense at least, it gov
erns the basic structure of all ordinary matter. A 
group of people from Cal tech (the authors, Re
search Fellow Peter Ratoff, and graduate students 
Richard Partridge and Charles Edwards), together 
with collaborators from other universities, are 
working to increase our understanding of the 
strong force by doing experiments with an appa
ratus called the "Crystal Ball." 

Given its fundamental character, you might 
reasonably ask why an understanding of the 
strong force has been so elusive. Perhaps the 
chief reason has been the difficulty of probing the 
interaction experimentally in clear-cut ways. 
Efforts to investigate the short-range phenomena 
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eauty 

of the strong force by ever higher energy probes 
simply yielded a bewildering array of new parti
cles. The idea invented by theoretical physicists 
Murray Gell-Mann and George Zweig of Caltech 
that strongly interacting particles (called hadrons) 
are made of more fundamental particles (called 
quarks) is now well accepted, and it has been 
found possible to interpret much of the experi
mental data by assuming that all particles 
observed before 1974 are composed of various 
combinations of just three types of quarks (and 
the corresponding antiquarks). An attractive way 
to study the strong force is thus to examine how it 
holds the quarks together inside the hadrons. Un
til 1974, however, the only hadrons we knew 
about were made of these three types of quarks 
only, and it turns out that these three quarks have 
relatively low masses. Because of this, they typi
cally move about inside a hadron at relativistic 
speeds (that is, approaching the speed of light) 
and, to complicate matters even more, they are 
bound with energies comparable to their own 
masses. The resulting complexities tended to 
obscure the underlying fundamental physics, 
although it was possible to make a few very 
powerful observations, such as the apparent im
possibility of separating two quarks very far with
out creating new quarks in between. 

It was thus a cause for great excitement when, 
in November of 1974 (the "November revolu
tion"), a new kind of quark (the fourth) was dis
covered. This new quark was dubbed "charmed," 
and deemed to carry a new attribute called 
, 'charm" in the often fanciful nomenclature of 
high energy particle physics. One of the things 
that make this new quark so special is that it is 
heavy - with an apparent mass of about one and 
a half times the mass of a hydrogen atom. In fact, 



what was discovered was not quite the quark it
self but rather a particle (called J / tjI) made of the 
charmed quark bound together by the strong force 
with its antiparticle, the charmed antiquark. Be
cause these quarks are so heavy, their motion 
inside the J /tjI is relatively slow, and the binding 
energy is reasonably small compared to the quark 
mass. Hence, it was immediately clear that we 
here had a chance to study the strong force, 
which holds the two quarks together, in a setting 
that avoided many of the overwhelming complex
ities of the earlier known particles. 

This nonrelativistic bound system of a charmed 
quark and its antiparticle was quickly dubbed 
"charmonium," in analogy with "positronium," 
the bound system made of a positron and its anti
particle, the electron. The analogy can actually be 
carried much further; just as in positronium, a 
whole set of energy levels of charmonium bound 
states should exist, according to the different 
possible orientations of the quark spins, their rela
tive angular momentum, and their average sepa
ration. Because the quark and the electron have 
the same spin, the smallest nonzero amount 
allowed by quantum mechanics, there is a one-to
one correspondence between the energy levels ex
pected in the two systems. 

There is, however, a fundamental difference 
between positronium and charmonium, and this 
difference is one of the reasons charmonium is so 
interesting. In positronium, the positron and the 
electron are bound together by the well-known 
electromagnetic force, whereas charmonium is 
held together by the quite different and poorly 
known strong force. It is of profound significance 
that the same rules of angular momentum seem to 
apply to both systems, giving them analogous 
energy levels. Nonetheless, positronium and char
monium are very different systems - an "atom" 
of positronium has a size comparable to that of 
ordinary atoms (also bound by the electro mag -
netic force), roughly one angstrom, while a char
monium "atom" is approximately a hundred 
thousand times smaller. Most of this difference 
can be understood as a consequence of the fact 
that the charmed quark is 3000 times more mas
sive than the electron, but a factor of perhaps 50 
remains on account of the different strengths of 
the forces. 

This is, of course, not the whole story - the 
strong and electromagnetic forces differ not only 
in strength but, as one might guess, in form as 
well. Thus, the popular new theory of the strong 
interaction - called Quantum Chromodynamics, 
or just QCD - predicts a different dependence of 
the force on the distance between two quarks than 
that which the theory of the electromagnetic in-

teraction - Quantum Electrodynamics, or QED 
- predicts for two electrons. This difference 
manifests itself very nicely in a comparison of the 
energy levels (masses) of the excited states of the 
charmonium and positronium systems, since the 
relative positions of the energy levels depend on 
the details of the binding force. For example, in 
positronium the lowest state with one unit of 
orbital angular momentum (lP state) has very 
nearly the same mass as the 2S state, which has 
no orbital angular momentum, but is excited from 
the ground state by virtue of having a larger aver
age size. 

On the other hand, comparison of the corre
sponding states in charmonium shows a much 
larger splitting between the IP and 2S levels. 
Qualitatively, the difference can be understood tn 
terms of the fact that the strong force becomes 
relatively stronger at large distance than the cor
responding QED force law. For electromagnet
ism, the dominant part of the force was discov
ered by Coulomb, and it is well known to de
crease as the square of the distance, r, between 
two charged particles. However, for the strong 
force under these circumstances, the main part 
seems to be approximately, Fstrong = A + B / r2, 
where A and B are constants. The two terms are 
equal at a distance of about 0.5 x 10-13 cm, and 
the position-independent part, A, has a value of 
about 10 tons. The strong force is strong indeed. 
Thus, since the 2S state is larger than the IP 
state, the 2S state will have correspondingly high
er mass (that is, energy) than the IP state in char
monium. More quantitative predictions must in
clude the fact that the quarks in charmonium are 
in fact moving rather quickly (about 45 percent of 
the speed oflight), and hence there are significant 
relativistic corrections. The details of the level 

In this comparison of the energy 
level structure in positronium. 
an electron-antielectron 
"atom, " and charmonium, a 
quark-antiquark "atom," each 
observed energy state is shown 
as a solid horiZOIltalline with 
more massive stat· shown high
er in the diagram, States that are 
thought to exist but have so far 
never been observed are shown 
as dashed lines. For charlno
nium, the various states have 
been given conventional names 
(JlljI, ~', 'T)c, and so on), but that 
practice was never adopted by 
people studying positronium or 
atomic systems; they used only 
the "spectroscopic" notation, 
such as 13S1 , which is also ap
plicable to charmonium. The 
wiggly lines connecting states 
show the photon transitions that 
have been experimentally 
observed, and the number beside 
the transition line· gives the 
photon's energy. For positro
nium, the energy Units are in 
electron-volts andfor charmo
nium, in millions of elect/'on· 
volts. The astonishing structural 
similarity of these two energy 
level diagrams is strong qualitae 

tive evidence for the quark, 
antiquark interpretation of the 
several charmonium particles. 
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spacings also depend on the nature of the spin
dependent and orbital angular momentum
dependent components of the force. Thus, study
ing the level spacings (that is, the mass spec
trum) in the charmonium system serves as a very 

High energy electrons and convenient probe into the nature of the strong force. 
positrons collide and annihilate It turns out that we can study the charmonium 

each other at the center of the energy levels experimentally in a way reminiscent 
Crystal Ball, as can be seen in 

this schematic cutaway diagram of atomic (and positronium) spectroscopy. First, 
of its principal components. The make an excited state of the system, or "atom," 

products of the annihilation fly under study. Then, watch it decay into a less ex
off in all directions. Those that cited state via the emission of a photon (a quan
are charged leave tracks in the tum of electromagnetic radiation, or "light"). 
three cylindrical ionization de-

tectors surrounding the collision Finally, measure the energy of the photon (that is, 
point. From the electrical sig- its "color"), and this gives the spacing between 

nals produced by the ionization the energy levels. 
detector, the path of the charged In atomic spectroscopy, we might create the 

particles can be deduced. The 
excited states with an electric discharre in a gas of 

Ball itself consists of a close 
packing of truncated prisms of the atoms under study. The ubiquitous neon 

sodium iodide with a triangular lights, mercury vapor lamps, and sodium vapor 
cross section. When a high ener- street lights are common examples of this. Typi
gy photon, such as from charmo- cally, the decay photons in atomic systems have 

nium decay, hits the Ball, it de-
energies in the visible light region, and thus, their 

posits most of its energy in one 
or two prisms, but a significant energies can be measured with an ordinary prism. 

amount spills out into about For charmonium spectroscopy, the idea is similar, 
twelve adjacent ones. A constant but the technique is quite different. First, an 
fraction of this deposited energy "atom" of charmonium lives much too short a 

is converted to visible light, life (roughly 10-20 seconds) for anyone to be able 
which is detected and the 
amount measured by the to collect many of them as a gas. We can, how-

photomultiplier tubes . . ever, create certain of the charmonium states 

From "Quarkonium" by E. D. Bloom and G. J. Feldman. Copyright May 1982 by Scientific American. Inc. 
All rights reserved. 
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(such as the IS lit\! and the 2S t\!') one at a time 
by colliding an electron and a position together at 
just the right energy. When the e + and e
annihilate at just this right energy, there is a high 
probability that a charmed quark and a charmed 
antiquark will be created in a charmonium state. 
Second, the energy levels in charmonium are 
separated by many millions of electron volts, in
stead of the one or two electron volts typical of 
ordinary atoms. Thus, a simple prism is no longer 
a suitable device for measuring the energy of the 
decay photons from charmonium. And this brings 
us to the Crystal Ball apparatus. 

By design, the Crystal Ball detector is a device 
uniquely suited to the detection and measurement 
of photons from the decays of charmonium states. 
It is basically a spherical shell of crystalline 
sodium iodide (hence, the name) used to measure 
a high-energy photon's energy and direction. 
When a high-energy photon enters such a crystal, 
it interacts with an atomic nucleus in the crystal, 
typically producing an electron-positron pair. 
This pair then interacts with further atoms to pro
duce, after a few successive generations of such 
processes, an elaborate "shower" of electrons, 
positrons, and photons. Ultimately, the particles 
in the shower lose their energy to the crystal 
atoms by ionizing or otherwise exciting them. 
Finally, some of the atoms de-excite by the emis
sion of light in the visible region. Since the 
crystal is transparent to this visible light, it can be 
collected and the amount measured by a photo
multiplier tube attached to the crystal. Surprising
ly, this involved process is actually a very effi
cient means of measuring the energy of the initial 
high-energy photon. At the time this detector was 
conceived, sodium iodide was the optimal mate
rial for this purpose. 

Developed by a collaboration of physicists 
from Caltech, Harvard, Princeton, Stanford (High 
Energy Physics Laboratory), and the Stanford 
Linear Accelerator Center (SLAC), the Crystal 
Ball consists of an array of 672 sodium iodide 
crystals. Each crystal has the shape of a trun
cated, triangular pyramid arranged with its small 
end pointing toward the center of the sphere. A 
photomultiplier tube views its large end, one per 
crystal. In general, the "shower" from a single 
photon spreads out into several of these pyramids. 
Thus the energy of a photon is determined by the 
sizes of the signals from the several photomulti
pliers involved, and its direction, by the location 
of the struck crystals. An electron beam and a 
positron beam enter the sphere from opposite 
directions through regions cut out for this purpose 
and collide at the center. Occasionally, an elec
tron and a positron will. annihilate to form, say, a 



l/J' (2S charmonium state). The l/J' decays almost 
immediately, and the decay products are then 
detected in the Crystal Ball. 

Although simple in concept, the construction of 
the Crystal Ball was actually a rather delicate and 
time-consuming enterprise. It was fabricated at 
the Harshaw Chemical Company in Cleveland, 
where each of the 16"-long crystals had to be pre
cisely machined to the proper geometric shape 
from Harshaw's special, mechanically rugged 
brand of sodium iodide. An annoying complica
tion is that sodium iodide is extremely hygro
scopic, and a crystal of it is quickly ruined by 
even the smallest amount of water in ordinary air. 
Thus, the crystals must be continuously protected 
from the atmosphere, and after a certain point in 
their manufacture, all of the work on them had to 
be done in special, extremely dry rooms. Follow
ing machining, and further adjustments to tune 
optical properties, each crystal was wrapped with 
reflective material and carefully positioned in a 
hemispherical array. Once completely stacked, 
each of the two hemispherical arrays was hermeti
cally sealed inside an aluminum and stainless 
steel container for mechanical support and protec
tion from the atmosphere. At the large end of 
each crystal, a glass window was cemented over a 
hole in the container to allow the light to get to a 
photomultiplier mounted outside the shell. This 
part of the project, the construction of the Ball 
itself, cost about one million dollars. 

Two trips by truck brought the hemispheres to 
the Stanford Linear Accelerator Center, one in the 
fall of 1977, and the other in the spring of 1978. 
The trucks were specially equipped to ensure that 
no ordinary wet air could get near the hemi
sphere, so that, even if its hermetic seal happened 
to be broken by vibration or bumpy roads, the 
sodium iodide would not be damaged. Needless 
to say, a physicist was in nervous attendance at 
monitoring equipment during the whole of both 
trips. The summer of 1978 saw much feverish 
activity by an excited group of physicists, stu
dents, engineers, and technicians as the Crystal 
Ball experiment was installed at the SPEAR (for 
Stanford Positron Electron Asymmetric Ring) 
e + e - colliding beam accelerator ring at 
SLAC. In the fall of 1978, the accelerator was 
turned on, and we began to take our first data 
with the new detector which had been three years 
in the building. 

Before information collected with an apparatus 
- the raw data - can be converted into inter
esting results about nature - the "physics" -
there is still a lot that must be done. The raw 
data, which are collected onto magnetic tapes, are 
processed through sophisticated computer pro-

grams to interpret the electrical signals measured 
by the apparatus as energies and directions of 
photons and other particles. The results of this 
analysis are written on additional tapes, which are 
then studied in great detail to extract the physical
ly interesting quantities. To set the scale of this 
effort, since 1978 we have written a few thousand 
tapes and have used many hundreds of hours of 
time on large, fast computers. 

Our first goal in the study of charmonium spec
troscopy was to actually find all the various states 
that were predicted to exist. Some of these had 

The photograph above shows the 
Crystal Ball at an early stage of its 
stacking before encapsulation. The 
small end of each triangular prism 
rests against a thin metal spherical 
dome of 20" diameter to which thin 
cables are fIXed, as can be seen. The 
large triangular end of most of the 
crystals has not yet been covered 
with the end piece containing a 
circular hole, which is visible on a 
few of them. When the outer spheri
cal shell was finally installed, the 
thin cables were fixed to it and 
radially tensioned. They function 
mechanically like the spokes of a 
bicycle wheel, giving the completed 
structure rigidity and stability. The 
outside diameter of the outer shell is 
about 56". 

At left the two hemispheres of the 
Crystal Ball are closed over the 
beam pipe, fully instrumented with 
its phototubes and a poweifullot of 
cables. 
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This diagram shows the spectrum of 
energy E"y of photons resulting from 
the decay of the tfJ' particle, the 23S, 

~tate of charmonium. Most of the 
photons in this distribution come 

from the secondary decays of ha-
drons produced in the prim(lry decay 

pf the tfJ', and, in particular, from the 
seqU(3nC(! tfJ' - '1T

0 + ... - 'I"Y + ... 
Monochromatic photons arising 
from a decay like tfJ' - 'I + X, 

where X has a definite mass, appear 
in this spectrum as an accumulation 
of events near a particular energy. 
Examples are numbered 1, 2, 3, 4, 

8, and these refer to the correspond
ingly numbered transitions in the in
set energy level diagram. The single 

peak labeled 5, 6 actually arises 
from two overlapping transitions; we 

se({ only inconclusive evidence for 
the transition labeled 7 in this spec

trum. The Crystal Ball experiment 
wa$ the first to see the lines num

bered 1 and 8 and this observation 
constituted the discovery of the two 

states 21 So and 1 J So. The insets 
show the data near these two ener

gies with superimposed curves show
ing what the instrumental response 

would be to monochromatic 
photons. The agreement of the data 

with these curves is important evi
dence that the accumulation of 

events near these energies is not just 
a statistical accident. 

already been found in other experiments (with 
relatively crude photon-detection capabilities) 
before the exi~tence of the Crystal Ball. But the 
situation when the Crystal Ball experiment began 
was actually very confused. Evidence had been 
reported in the literature for three states that fit 
very badly with the expectations of the theory. If 
these observations were correct, something was 
very wrong with our understanding of charmo
nium. The first triumph of the Crystal Ball was to 
rescue the theory from this dilemma by showing 
that all three of these earlier observations were 
incorrect. 

Having eliminated the early contenders, we set 
about to find some of the as-yet-unobserved 
states, notably the lISa and 21Sa states. These dif
fer from the corresponding 3S1 states by having 
the quark spins aligned so as to cancel, rather 
than to add. The most fruitful approach for this 
turned out to be the one suggested earlier by anal
ogy with atomic spectroscopy: simply looking at 
the energy distribution of the photons emitted in 
decays of an excited charmonium state (the 23SI , 

or 1jJ' state). Most of these photons result from 
secondary decays of hadrons, which come from 
the primary charmonium decay, and no particular 
photon energy is especially favored. Direct radi
ative transitions to other charmonium states, 
however, yield photons of a unique energy (they 
are monochromatic), and these should appear as 
peaks, or "lines," in this spectrum. Indeed, we 
do observe several such lines. The most promi
nent are due to transitions involving the previous-
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ly discovered 13PO, 13P I , and 13P2 states; but 
careful analysis revealed two other signals in this 
spectrum, corresponding to transitions from the 
1jJ' to the 21Sa and lISa states of charmonium. 
Note that the I Sa state is actually the-ground state 
of charmonium - we knew a lot about several 
excited states before we had even proved the 
ground state really existed. 

The predictions of the QCD theory of the 
strong force, with some assumptions for things 
that no one yet knows how to calculate in the 
theory, agree rather nicely with the experimental 
observations of charmonium. All of the expected 
states exist at the expected places and have the 
expected properties. All, that is, except for one 
state that has not been observed yet. It is thought, 
however, that this is only an experimental dif
ficulty. The missing state is the Ilpl , which, 
because of its quantum numbers, cannot be 
reached from the 1jJ' via a single photon transi
tion. We have searched for this state by looking 
for transitions involving the emission of two 
photons, which is allowed, but so far we have 
been unsuccessful. 

So, in less than a decade since its discovery, 
charmonium has provided us with an important 
laboratory for the study of the strong force. So 
far, the favorite theory for the force, QCD, has 
come through unscathed. Where do we go from 
here? Certainly, the study of charmonium is far 
from over, but it does have its limitations. Cor
rections for the fact that the quark motion is not 
really very slow complicates comparison with 
theory at a detailed level. Further complications 
arise from the size of the charmonium "atom"; it 
is just too big. QCD calculations get easier for 
smaller systems, and, although it is useful to have 
systems of all sizes so that the force may be 
probed over different distances, the smaller the 
size of a system, the more reliable the QCD 
prediction. 

It just so happens that a new kind of quark
antiquark system was discovered in 1977. For no 
particular reason except whimsy, the new quark, 
the fifth known, is called "beauty" or, with only 
slightly more motivation, "bottom." (To the 
more prosaic, it is simply the b-quark.) The beau
ty quark is roughly three times heavier than the 
charmed quark, so the corresponding' 'beautiful 
atom" should be less relativistic and even smaller 
in size than charmonium. Naturally, having a 
device well suited to studying such systems, the 
Crystal Ball experimenters were eager to take 
data on beauty in addition to charm, and serious 
preparation for this option began in 1981. 

Because the beauty quark is three times more 
massive than the charmed quark, an accelerator 



with three times the energy is needed to produce 
it. Unfortunately, the SPEAR accelerator at 
SLAC cannot attain the required energy, and so 
we had to look elsewhere. When an opportunity 
presented itself to do the experiment at the higher 
energy DORIS accelerator at the Deutsches 
Elektronen-Synchrotron (DESY) in Hamburg, 
Germany, we enthusiastically pursued it. 

Needless to say, moving a complex and deli
cate apparatus halfway around the world required 
a substantial effort. The roomful of electronics 
presented no serious problems - we just put it in 
a trailer, drove it to the dock, and put it on a 
boat. But moving a large array of crystals -
without cracking them or getting them even very 
slightly wet - was another matter. Considerable 
research and discussion went into choosing 
among various options - including assorted 
combinations of land, sea, and air delivery (sub
marines were mentioned only in jest). Finally, the 
decision was made to fly the array aboard an Air 
Force C5A cargo transport. This aircraft could 
easily handle the size and weight of our Crystal 
Ball, could maintain controlled pressure and 
temperature in the cargo hold, and could land 
softly. Thus, in April of 1982, the Crystal Ball 
was entrusted to the flying skill of the U.S. Air 
Force who took it uneventfully (except for a 
scheduled in-flight refueling) to a base near 
Frankfurt, Germany. A small band of physicists, 
including Caltech graduate student Charles Ed
wards, went along for the ride as babysitters to 
the apparatus. 

While the trip from California to Germany 

went like clockwork, the drive from Frankfurt to 
the accelerator in Hamburg did not. There are 
some pretty steep hills on the Autobahn between 
these cities, and the truck tractor turned out not to 
be up to the challenge; its engine blew up along 
the route. After some anxious and extended dis
cussion in a mixture of broken German, English, 
and arm-waving, a new tractor was acquired, 
which finally took the experiment the rest of the 
way. Once again, a large group of people, now 
including collaborators from not only Germany 
but also the Netherlands, Italy, South Africa, and 
Poland, in addition to the United States, engaged 
in feverish activity to prepare the apparatus for 
the tum-on of the accelerator. We took our first 
"beautiful" data in August 1982, and are now 
busily working with our computers to analyze that 
data and produce "beautiful" physics. 

Many things about the spectrum of energy 
levels of beautonium particles are now known, 
but we expect that many other things are yet to be 
discovered. Of course, fairly reliable predictions 
of many of these have been made by theorists us
ing ideas from QCD. But physics is an experi
mental science, and experimental physicists are 
always on the lookout for new phenomena. We 
are always hopeful that the careful exploration of 
new ground with proven techniques wiII reward 
us with unexpected discoveries. The new ground 
is the energy range populated by beauty; the 
proven technique is the Crystal Ball. Together, 
we hope that they may lead to new insights into 
the nature of the strongest known force in the 
universe! D 

As the trip to Hamburg, Germany, 
begins, the two hemispheres of the 
Crystal Ball sit carefully cushioned 
in a temperature-controlled, ex
tremely low humidity compartment 
inside the trailer. The trailer was 
simply rolled into the gaping maw of 
the C5A and flown to Frankfurt, 
courtesy of the U.S. Air Force. Ex
cept for a mechanical breakdown on 
the Autobahn from Frankfurt to 
Hamburg, the trip was, happily, un
eventful. After arrival in Hamburg 
in mid-April 1982, the fully oper
ational Crystal Ball was again tak
ing physics data three and a half 
months later. 
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A Dllty to Profess 

I N HIS inaugural address in 1978, Caltech 
President Marvin Goldberger noted that "the 

material in the undergraduate curriculum is neces
sarily difficult, but it is also frequently boring and 
the students become disillusioned and impatient. 
In an institution like this, where the faculty are 
engaged in important and absorbing research and 
scholarship, it is often tempting to avoid giving 
undergraduate teaching the attention it requires to 
instill a sense of excitement in the students. I 
want to urge the senior, most distinguished facul
ty to undertake this task, but I warn you, it is 
much more difficult than graduate teaching. I'm 
sure our faculty, some of whom 1'm told have 
never taught undergraduates, can cope with the 
difficulties. " 

This year, hoping that "many of the senior 
faculty will follow my 'brilliant' example," 
Goldberger coped with the difficulties of the win
ter term of Physics 1 himself. 

The move was not without precedent; even 
Robert A. Millikan taught the freshman introduc
tory physics course. Caltech has always "trained 
its very biggest artillery on the problem of fresh
man physics," according to David Goodstein, a 
physics professor who also saw some action in 
the field. An eminent parade of faculty has tack
led the course at one time or another, including 
Nobel laureate Richard Feynman, whose famous 
three red books, The F eynman Lectures on Phys
ics, emerged from the experience in the early 
19608. 

But by the time of Goldberger's inaugural 
speech, the point had been reached' 'where Phys
ics 1 was the number one student complaint," 
says Goodstein, who is modest about which piece 
of faculty artillery was rolled out on that occa
sion. Goodstein's version of Physics 1 (Classical 
Mechanics and Electromagnetism) was so good 
that the freshmen returned to griping about the 
food instead. But then Goodstein himself, fortu
nately or unfortunately, was lured into turning his 
physics show into a national television course -
"The Mechanical Universe," funded by a 
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$2 million grant from the Corporation for Public 
Broadcasting and the Annenberg School of 
Communications. 

This left Geoffrey Fox, whose job as executive 
officer for physics is to staff the course, with a 
tough act to follow. So he started at the top. "I 
knew that he was supposed to be a good teacher 
at Princeton, and I thought it might demonstrate 
the 'specialness' of Caltech for students to be 
taught by the president, " Fox said. 

The president, who is a professor of physics 
as well, feels that "it's the duty of all professors 
to profess. Also, I was very impressed with the 
changes that had come about in the teaching of 
the fundamental physics curriculum since I ar
rived here. Only faculty members are in charge of 
the recitation sections associated with the course, 
which is consistent with my own views about 
undergraduate education. " Recitation sections are 
led by faculty from other disciplines as well as 
physics. And two other professors of physics 
have shared the year's lectures in the other two 
quarters - Ed Stone, who was project scientist 
for the Voyager missions to Jupiter and Saturn, 
and who has recently been appointed chairman of 
the Division of Physics, Mathematics and Astron
omy, and Charles Peck, whose Crystal Ball re
search is described on page 4 of this magazine. 



In his part of the course Goldberger has essen
tially followed Goodstein's "canonical" plan and 
doesn't claim to have done' 'anything even evolu
tionary, let alone revolutionary. " But his lectures 
carried the stamp of some of his own concerns 
and experience. He thinks that "it's very impor
tant for an introductory course to try to convey 
some of the history associated with the develop
ment of a subject. It's not that I believe that one 
should try to drag the students through all of the 
agonies and false starts that really mark the actual 
evolution of the subject, but rather to give some 
flavor for what the general state of knowledge 
was at a given historical time. I want to dispel the 
idea that students sometimes have, because of the 
way we teach, that everything is really relatively 
simple and straightforward. Most of us have had 
the experience of doing research on hard prob
lems where we struggle for weeks or months, and 
once we've finally understood the matter, we can 
explain it in ten minutes. " Goldberger regrets 
that he didn't have enough time preparing for the 
course to "acquire a deep enough feeling about 
the historical evolution of many of the topics I 
covered to transmit enough of that flavor." This 
was not the only difficulty Goldberger had to 
cope with; there were also the demonstrations. 

"Physics is an experimental science, but in my 
former life I was a theoretician, and I've conse
quently not been in a position to put as much 
emphasis on the demonstrations as an experi
mental physicist would have, and perhaps not as 
much emphasis as the students might have 
liked. " Demonstrations bored Goldberger when 
he was a freshman, but he realizes that many stu
dents like them. Before his lectures he was some
times advised by physics staff member Tom 
Harvey, who once worked for Millikan, to put 
things out on the table even if he wasn't going to 
use them, just so the students would think he was 
going to perform something exciting. Goldberger 
laments that in teaching relativity, which he was 
beginning as the quarter ended, "there are just 
not a lot of experiments you can do. I can't come 
running across the lecture room at speeds 
approaching the speed of light. I wish I could, 
but I can't." 

Goldberger frequently covered all nine black
boards in the lecture hall with equations. (In the 
particular lecture shown on the cover, he man
aged to use only six, since part of the hour had 
been taken up with some film footage - pinch
hitting for a relativity experiment - of Einstein's 
1931 visit to Caltech.) One complaint about 
Goldberger's presentations has been that he used 
too many complicated calculations and not 
enough intuitive arguments. 

"The last is a very subtle question, this busi
ness of trying to teach intuition. It's an extraordi
narily difficult thing to do. I've never been a 
great believer in what you might call 'physics for 
five fingers.' The compelling intuitive arguments 
almost invariably follow hard analysis, which we 
frequently and most commonly couch in mathe
matical terms because we're incapable of carrying 
out a lot of the steps of logical reasoning without 
using mathematics. As I said, physics is an ex
perimental science, and the mathematics must 
always be kept subservient. Nevertheless, it's an 
extraordinarily effective tool, and it's impossible 
to be a physicist without being comfortable with 
mathematics. ' , 

Even with all his traveling and other presiden
tial duties, ,Goldberger missed only two classes 
during the quarter. He enjoyed teaching but found 
it time consuming. "My schedule is so erratic 
that I've occasionally found myself under enor
mous pressure trying to get ready for a particular 
lecture. I've always found in the past when I've 
taught that for the most part I did nothing else, 
and although the actual preparation for an indi
vidual lecture might not have required more than 
a few hours, I was always thinking about how I 
was going to say things and various nuances that I 
would try to get across. It's the absence of that 
kind of time that's made this particular teaching 
experience more difficult. " 

Goldberger hasn't yet decided whether he will 
teach the course again next year. But in the mean
time he is trying to shame others into taking on a 
quarter or two; he particularly has his eye on 
Nobel laureate Murray Gell-Mann. At least now, 
says Charles Peck, who took over the final quar
ter this year, "I think no professor can tell him, 
'I'm too busy to teach.' " D - JD 
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mpediments to Successful U niversity

ndustry Research Relationships 

by Donald R. Fowler 

Universities need industrial funding, and 
industry needs to keep in touch with 
advances in science and technology. Caltech's 
General Counsel reports here on his survey 
designed to identify the barriers that keep 
these groups apart. 

;\ PORTION of the research for my recently 
Dcompleted doctoral dissertation consisted of 
a questionnaire directed to 80 vice presidents (or 
directors) ofresearch in industry and 78 people 
occupying as similar a role as I could find at the 
campuses of the 48 United States members of 
the Association of American Universities. The 
questionnaire set forth a list of 15 assorted im
pediments to university-industry research rela
tionships synthesized from an earlier historical re
view. I asked the respondents to rate each of the 
impediments as to how significant they perceived 
that factor to be in obstructing university-industry 
relationships, and to list and rate the significance 
of any they felt I had omitted. I also asked them 
to respond to a number of "yes/no/no opinion" 
questions designed to elicit their thoughts on, 
first, where we ought to go from here and what 
we ought to do about some of these impediments; 
second, what effect certain relatively recent de
velopments may have had on the ease or diffi
culty of entering into research agreements; and, 
third, how relationships were currently faring be
tween universities and industries. In several cases 
I asked them to state reasons for their yes or no 
answers. 

Out of all this I hoped to verify a list of genu
inely significant impediments and, more impor
tantly, to find out which were most significant 
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and, if there were any, those that were truly con
trolling. I also wanted to compare the responses 
of industry with those from the university com
munity to see where there were areas of both 
agreement and disagreement. 

The overall response was both amazing and 
gratifying - 75 percent, in almost equal propor
tions from industry and the universities. I want 
now to discuss some of these results, emphasiz
ing, first, that none of the data given here repre
sent the attitude of anyone individual, industry or 
university; and, second, that since not all of the 
respondents answered or commented on all of the 
questions, any percentages explicitly stated here 
refer only to the percentage ofthose responding 
to the question. 

I found, first, that there were no overwhelm
ingly important individual impediments that seem 
to control or dominate university-industry re
search relationships. In fact, given the necessary 
incentive (on the part of both parties) to enter into 
a particular relationship and given the proper 
attention to resolving any specific problems, the 
desired relationships are usually attainable. The 
variety of such recently announced new arrange
ments would tend to validate this conclusion. It 
also tends to be supported by the overwhelmingly 
yes answer to two of my questions: (1) whether 
"there has been a significant improvement or 
increase in university-industry research rela
tionships since 1977" and (2) if so, whether they 
expected it "to continue during the next five 
years." Over three-fourths of the university peo
ple expressing an opinion said yes to both ques
tions, as did almost two-thirds of the industry 
respondents. 

AREAS OF DISAGREEMENT 

One of the reported impediments where the 
universities and industry did not see eye to eye 
was the university's need to protect the right to 



publish as opposed to industry's need to protect 
patents and other proprietary information. This 
was clearly the university's greatest concern. 
Industry placed it sixth on its list. Ironically, 
however, it may also be the impediment nearest 
to a generally workable solution. The survey 
showed 82 percent of those from the universities 
saying yes to a question as to whether universities 
should agree to withhold research results from 
publication during the time necessary for the uni
versity or industry to obtain patent protection. On 
the other hand, 55 percent of the industry people 
joined with 87 percent of those from universities 
in saying no to the proposition that universities 
should agree to withhold publication for reasons 
other than patents. 

This pair of responses would seem to point the 
way to a resolution built around whether the re
quested delay in publication is for a reasonable 
time to protect patents or is proposed for another 
purpose. The details of some of the more recently 
announced arrangements suggest that this 
approach is being widely adopted. 

Another of the impediments where there was a 
wide diversity in perception was the asserted fact 
that industry possesses its own in-house research 
capabilities and will tend to use them in cases 
where there is no clear-cut cost advantage or 
unique capability on the part of the university. 
This was the' 'most significant" impediment 
according to the industry respondents. Whether 
the industrial capability is real or is merely per
ceived by industry as existing, it can serve as a 
very real barrier to university-industry research 
relationships. Hence, it becomes more important 
than ever to look for opportunities for research re
lationships where the .university's capability is not 
perceived as being duplicated in industry. And, to 
nobody's surprise, this probably turns out to be 
far more likely in the case of basic or fundamen
tal research. 

This preference for basic research as the pri
mary area of focus for university-industry rela
tionships was reflected in our survey. For 
example, only 45 percent of those from the uni
versities and 34 percent of those from industry 
thought that universities should strive to perform 
significantly more work oriented toward industry, 
while 50 percent of those in industry joined with 
87 percent of those from universities in respond
ing that significantly more basic research should 
be contracted out to the universities where there is 
no cost differential in favor of in-house perfor
mance. 

The third area where the two groups did not see 
eye to eye had to do with what causes the most 
problems with regard to inventions and patents 

arising under proposed research agreements. In
dustry patent policies were relatively high (third 
place) on the university list of "most significant" 
impediments, and federal laws governing innova
tions and patents arising out of government
sponsored work was on industry's list of "most 
significant" impediments (although only in fifth 
place). Interestingly, industry'S perception of uni
versity patent policies is that they are only a mar
ginal problem. As the continuing string of new 
arrangements attest, perhaps the most important 
consideration is that when an attractive new 
opportunity presents itself, the parties seem to be 
able to work out the patent considerations. 

ADDITIONAL IMPEDIMENTS 

Among the added impediments making the 
"most significant" list were some listed by one 
group but not the other. In the case of industry, 
this was the inability of academia to effectively 
perform industrially sponsored directed research, 
a factor easily viewed as a variation on at least 
two others listed in the original impediments sup
plied by me. The fact, however, that so many 
industry respondents took the time and effort to 
rephrase and restate the problem was, I thought, 
quite significant. 

In the case of the universities, the most often 
added impediment had to do with industry's re
luctance to fund the university's total cost of re
search, indicating a reluctance or refusal on the 
part of industry to pay a full, allocable share of 
the university's indirect costs. This additional list
ing came as a suprise because I had not personal
ly encountered this problem and because I would 
have expected industry, of all the various kinds of 
sponsors, to be the one most likely to recognize 
the concept of the' 'cost of doing business. " 
Subsequent discussion with knowledgeable people 
on this subject suggests that this type of problem 
will usually occur, if it does, where there is in
dustry funding of basic or fundamental research 
on a gift or grant basis, as opposed to cases where 
industry has contracted for research with a specif
ic objective in mind. It is important for the uni
versities to recognize the basic difference between 
these two types of funding in interpreting indus
try's attitude toward paying indirect costs or over
head. But our study was not conclusive on this 
subject, and it deserves further attention. 

AREAS OF AGREEMENT 

Of the impediments or problems concerning 
which both industry and the universities were of a 
similar mind, the first had to do with industry's 
primary orientation toward short-term profits and 
product improvements. Quite interestingly, this 
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factor was rated "most significant" of all when 
the responses were considered together, without 
regard to whether they came from industry or 
from the universities. Unquestionably, in the re
cent past this factor has had a serious, depressing 
effect on the funding of basic research and long
term research and development by American in
dustry. It may well be among the most serious 
national problems we have, and it affects far 
more than just university-industry relationships. 

The respondents from both groups were also 
overwhelmingly in favor of industry funding 
more basic research in relation to its total R&D 
budget (without regard to whether the research is 
to be performed in-house or at universities). This, 
of course, was to be expected from our particular 
survey, since the respondents from industry 
tended, because of the positions they hold, to 
have a vested interest in more unrestricted re
search funding. 

Most interesting, however, was the recognition 
by both groups that a significant positive cor
relation and cause-and-effect relationship exists 
between the amount of money spent on basic 
technological research and future technological 
productivity. Of the university people, 98 percent 
said they believed that such a correlation and re
lationship existed, and 89 percent of those in in
dustry agreed. Thus, it would appear that it is not 
a lack of recognition of this vital connection that 
produces industry'S pronounced orientation to
ward short-term profits and product improvement. 
Rather, such short-sightedness probably must be 
laid at the door of the overwhelming and overrid
ing pressure created by next quarter's or next 
year's "bottom line." 

Another area of agreement was the impediment 
created by attitudinal factors generating a culture 
gap or lack of understanding that makes new or 
improved relationships difficult, if not impossi
ble. The comments largely consisted of fingers of 
blame being pointed to a whole host of attitudes 
that could cause problems as, for example, "dif
ferences in objective, philosophy, and reward 
system, " lack of "trust, " "antagonistic" and 
"arrogant" attitudes on the part of university 
faculty, mutually' 'unwarranted suspicion of mo
tives," and so on. I was never able to determine, 
however, whether these attitudinal factors are 
themselves root causes or merely symptomatic 
reflections or magnifiers of other, more basic, 
impediments. 

CONFLICTS OF INTEREST 

Of great interest were the respondents' reac
tions to the conflict of interest factors, particular
ly the one where the university or the researcher 
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has an equity or other financial interest in the in
dustrial sponsor. It was third on both lists of 
"most significant" factors. 

Three other conflict of interest factors were 
also listed: (l) inappropriate influence by industry 
over programs being sponsored by them; (2) 
inappropriate influence by industry over the 
choice by the university of future programs; and 
(3) inappropriate increased secrecy among the 
academic community induced by industry re
search relationships. These three other factors 
were all found to be from "occasionally signifi
cant" to "significant" by both groups, industry 
as often as not showing as much or more concern 
than the university people. None of these three 
situations seemed, however, to measure up to the 
same level of importance as the one involving 
equities or other financial interests. I find this 
interesting because it is apparent from others' 
observations that secrecy and inappropriate influ
ence by industry over scholarly endeavors can in
deed cause serious problems and can damage the 
often fragile academic infrastructure (which in
cludes the faculty-graduate student relationship). 
One explanation for the apparent inconsistency 
between this fact and the results of my study is 
that the problems of secrecy and inappropriate in
fluence by industry appear to be particularly acute 
in the context of a situation involving equity or 
other financial interest in the industrial sponsor. 
Thus, these factors may not even be in competi
tion with one another. Instead, one factor may 
describe the environment most likely to spawn 
problems; the others may describe the problems 
most likely to occur in the environment. 

In any event, these conflict of interest situa
tions have been the subject of much debate over 
the past year or two at many universities, and 
some in the university community continue to 
regard financial connections between university 
researchers and their sponsors as an anathema to 
be avoided at almost any cost. Others see nothing 
intrinsically wrong with such arrangements, pro
vided there is enough visibility and that properly 
oriented people are involved. As a result, the 
policies and practices that have been, or are 
being, developed tend to vary considerably from 
campus to campus. And they continue to evolve 
and change. 

These then were some of the major conclusions 
I was able to draw from my study. It is by no 
means a complete list, but it may indicate what 
two roughly similar groups of people from two 
widely divergent home bases perceived in the 
spring of 1982 to be the most significant impedi
ments to improving their joint research 
relationships. 0 



Universities and Industry in Collaboration 

Three managers of industrial research and one from academia 
discuss their real-life experiences in university-industry 
research relationships. 

Martin Cooper 
Vice President and 

Director of Research 
and Development 

Motorola, Inc. 

A REFRESHING initiative has recently been 
nemanating from most of the universities that 
Motorola deals with, urging stronger ties between 
academia and industry. The sincerity of this in
itiative would be less questionable if the threat of 
severe cutbacks in government-funded university 
research did not also exist. Nevertheless, industry 
and universities do have mutual problems. The 
survival of our corporations is contingent on an 
increasing flow of graduates who are educated in 
the fundamentals of science and technology and 
who have reasonable facility in using modern 
problem-solving tools. The primary product of 
the universities is, of course, their graduates. 
And the market for the product is limited to the 
schools themselves, to government of various 
kinds, and to industry. I don't want to minimize 
the importance of government, but this nation 
depends on industry to produce the goods and ser
vices that are the material substance of our soci
ety. So I want to discuss Motorola's experience in 
bringing these reluctant bedfellows - universities 
and industry - together. 

Universities and colleges generally agree that 
their first purpose is to educate. Secondly, they 
like to do research, partly to keep the faculty in
terested and because, in schools like Caltech, re-

search is a very important part of the educational 
process. 

Industry also sees the schools as a source of 
educated engineers and scientists, and as a source 
of inspiration. We like to get some sense of direc
tion in our long-range technology expenditures, 
and people who live in the university environment 
spend a lot more time thinking about what is 
going to happen in 10 or 15 years than those of 
us who have to meet this year's profit and loss 
requirements. 

Motorola's primary funding to universities and 
colleges comes from the Motorola Foundation, 
which is purely charitable. We prefer to direct our 
funds to those schools that have some relationship 
to Motorola and that in some ways will encourage 
continuing dialogue between the academics and 
our people. The funds themselves, however, are 
not specifically directed; they are pure contribu
tion. We have an industrial liaison program with 
MIT, and we also have a continuing grant to 
MIT. We are an Industrial Associate at Stanford, 
and we are a participant in their Center for Inte
grated Systems. We are doing some research at 
the University of Iowa. At Caltech we are an In
dustrial Associate and a member of the Silicon 
Structures Project. 

Some aspects of our university relationships 
have not been very successful. One thing we do, 
for example, is to hire prospective teachers away 
from the schools whenever we get the chance. 

Motorola, Inc.'s Falcon Mini
Ranger (left) is usedjor accurate 
electronic determination from re
mote locations of the position of 
vehicles such as dredges or 
offshore drilling platforms. The 
company's MSF5000 Base Sta
tion (below) provides superior 
system performance as the core 
of a radio system. 
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Motorola's MC6800 eight-bit 
microprocessor offers an entire 

computer - the equivalent of 
70,000 transistors - on the sur
face of a single chip of silicon. 

We short-sightedly offer salaries in excess of 
what the universities can offer. If an individual is 
not a dedicated educator, he'll come to work in 
industry. Weare beginning to try to correct that 
situation by encouraging the financing of students 
who will remain in school and in teaching roles, 
but this alone will not solve the problem. 

Our industrialliaison·efforts have not been ful
ly successful. Our people just won't be driven 
into productive relationships with the universities 
that we select; rather, they tend to concentrate on 
their current work. Do we have interactions with 
the universities by individuals? Absolutely. They 
almost always result from the fact that somebody 
in a university is working in a specific area of in
terest to one of our engineers or scientists. Of 
their own volition, they get together and establish 
successful relationships. 

The other major failure, of course, is that we 
all just ignore the problems. We assume that the 
schools are going to manage, that they are going 
to produce the students that we need, and that one 
way or another we will all survive. 

There have also been some successes. The 
Motorola Foundation contributes several millions 
of dollars every year to universities in a totally 
unrestricted way, and we hope this is done some
what intelligently. We also directly fund some 
research. One of our scientists, for example, 
invented a technique that is not in our field of 
interest. To establish whether it was worth invest
ing in further, we sought somebody who could 
carry it through at least the first stages of re
search. We found such a person at the University 
of Iowa, and we have a very successful interac
tion between those who created the idea and that 
university. We have some fine relationships be
tween our semiconductor division at Phoenix and 
the materials organizations at Northwestern Uni
versity and the University of Illinois. We also get 
involved in programs where universities perform 
related research and development as, for exam
ple, at the new Center for Integrated Systems at 
Stanford. 

I have only recently learned about the power 
electronics program at Caltech. Its purpose is to 
create generalized applications directly usable by 
industry. It is the kind of collaborative program 
that industry should be reaching out for, but not 
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everyone in industry has the foresight to invest in 
long-range programs. 

The final successful type of program is the 
funding of related R&D, though I call it the "illu
sion" of related R&D. An example of that has 
been the Silicon Structures Project here at Cal
tech, in which Motorola was a participant for 
several years. The concept of that program
joint research in Very Large Scale Integration -
was extraordinary, and the mechanism for creep
ing up on the long-range problems was structured 
so that there were also shOli-term benefits, partic
ularly in terms of inspiration. One element of the 
Silicon Structures Project was having the indus
trial particpants live full time at Caltech, general
ly for a period of a year. We hoped each of these 
people went back to his industrial organization 
carrying with him the concepts, the philosophy, 
and the understanding of what is happening in the 
university. 

Let me address some suggestions to industry, 
beginning with a proposal that our technologists 
be given at least some advisory capacity in the 
university funding programs. The chief value in
dustry can get out of this funding is opening 
channels of communication - so that when one 
of our people has a problem, he has somebody in 
the university that he knows and trusts. Being 
able to call that person has direct value. 

I also suggest that we encourage our technolo
gists to visit universities. One of the mechanisms 
we have discovered for this is to hold seminars on 
university property. Once you get a group of 
technologists into the university environment, it's 
easy for them to meet people in their field. I just 
recently had a meeting of several hundred mem
bers of our science advisory board - technolo
gists from throughout Motorola - right here at 
Caltech. The meeting was superb, the facilities 
were excellent, and a number of collaborative in
troductions were made that are going to persist. 

That leads to one other suggestion, which is 
not to expect much in the way of short-term re
sults. The money invested in university collabora
tion is a long-range investment; it is unproductive 
to fall into the trap of expecting usable product 
designs or software, and it is a waste of the uni
versity resource. 

We also have some suggestions for the univer
sities. I believe that the biggest challenge in 
American society is that of productivity. This is a 
long-range problem, but it has to be addressed at 
all levels. Every example I have given you of 
Motorola's university programs addresses produc
tivity, though in very narrow areas. Yet our pro
ductivity problems are of a very general nature 
and have to be addressed everywhere. Collabora-



tive programs that address the issue of productiv
ity should be increasingly attractive to industry. 

Other university problems involve the ques
tions of publication and proprietary rights. The 
progressive universities are starting to figure out 
ways to allow those of us in industry who elect to 
make investments in them to maintain some kind 
of rights in the results of research. But many do 
not and also require that all research be fully pub
lished. That is a great inhibitor for industry. We 
are reluctant to invest in research that is likely to 
benefit our competitors. 

I would also suggest that universities restrain 
their tendency to overpromise, appealing to the 
long-range views of whomever they approach in 
industry rather than promising short-term results. 
Both industry and the universities must attack 
these problems, and it is in the best interests of all 
of us in the United States for us to learn to work 
together on solutions. 0 

Louis Fernandez 
Vice Chainnan 

Monsanto Company 

M UCH HAS BEEN written about the internal 
problems with which universities must 

wrestle when they decide to collaborate with in
dustry, but there has been less focus on the price 
many companies must pay in order to consider 
collaboration with an academic institution. 

At Monsanto we do a great deal of soul 
searching before we seriously consider collabora
tion with a university. There are three main hur
dles: the patent department, senior management, 
and our research and development staff. 

The patent department concerns itself with the 
issue of secrecy, which is pivotal to whether a 
collaboration can work. From the university's 
point of view, of course, the secrecy issue 
appears threatening because of the need for 
academicians to publish, to attend meetings, and 
to talk about their work. From the perspective of 
our patent department, the issue is equally threat
ening. What if a breakthrough occurs and is 
publicized before we have time to secure ade
quate patent positions? What if Monsanto invests 

a great deal of money to finance a breakthrough 
to which other companies have immediate access? 
An invention is, after all, the least expensive part 
of the innovative process. For every dollar we 
spend to invent something, we will invest many 
hundreds more before that invention reaches the 
marketplace. The big economic risk for Monsanto 
comes not in supporting research, but when we 
decide to pour concrete and build manufacturing 
plants to produce new materials. Without ade
quate patent protection, no company can afford to 
invest the large amounts of money required to 
bring a new product to commercialization. Our 
patent department wants to ensure that we get that 
kind of protection from an academic 
collaboration. 

For senior management, the big question is the 
same, no matter where the research is done: Will 
the potential rewards from the agreement be com
mensurate with the investment that is required? 
We have to justify to our board of directors any 
major research expenditures. If we cannot dem
onstrate the potential value in such an investment, 
the board simply will not approve our going 
ahead - not for research inside the company and 
certainly not for research outside. 

Finally, we have to face the question of inter
nal problems with our own R&D staff. Industrial 
scientists work for a salary, and their inventive
ness is rewarded with promotion, higher salary, 
or occasionally with a prize. Nonetheless, making 
a great invention is not likely to make a company 
scientist rich. In many academic institutions, 
on the other hand, individual scientists can earn 
royalties on their inventions. It doesn't take too 
much imagination to see that a collaboration 
which produces significantly different rewards 
for the various scientists involved could lead to 
major morale problems within the company. 

Moreover, for a corporation, the very existence 
of an outside research project has the potential for 
causing internal problems. No R&D department 
at Monsanto has the amount of funding or staffing 
that the department heads believe it deserves. 
Imagine trying to convince those people that their 
internal projects will not get more funding be
cause we plan to go outside with some of that 
money. 

Considering the issues of secrecy, investment 
value and morale, what, then, encourages us to 
go ahead? 

In the first place, academic institutions often 
possess skills that are extremely valuable for in
dustry - too valuable to wait 10 or even 20 years 
for a company to develop internally. Second, our 
experience in small collaborative programs gives 
us some idea of how an arrangement with an 

Monsanto Company's interest in 
biological sciences has been in
creasing over the laH decade, 
and the company scientists use 
many vehicles for their research. 
Above. plant ti.'sue is prepared 
for culturing. Belm;', hybridoma 
cells are studied under a stereo 
microscope. 
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Fermentation is a vital compo
nent in effective large-scale pro

duction of commercial bio
technology products. Here, a 

Monsanto scientist records con
ditions under which biological 
materials are produced in the 
molecular biology laboratory 

fermenters. 

academic institution could work and where prob
lems might arise. We know we must have part
ners whom we can trust; with whom we can work 
together in real collaboration, not just someone 
we can hire to do a task. 

In the early 1970s, Monsanto scientists began 
to see the value of building up an expertise in the 
biological sciences beyond what we had in the 
agricultural chemicals area and in doing so fairly 
rapidly. 

The result was a 1974 agreement with Harvard 
Medical School through which Monsanto un
abashedly opened a "window on biology." The 
agreement runs for 12 years and is concerned 
generally with seeking the molecular basis for 
organ development. The principal Harvard inves
tigator had previously been a Monsanto consul
tant, and the program involves collaborative work 
in Monsanto laboratories as well as in Harvard 
laboratories. In 1979 we accelerated our search 
for biological knowledge by taking three major 
steps: We announced the fonnation of a molecu
lar biology staff within the company; we entered 
into a joint program with Genentech to develop 
animal growth honnones; and we began to in
vestigate ways we might use biotechnology as a 
vehicle to enter the health care business. 

The same year, Monsanto hired a new senior 
vice president of research and developmenl, 
Howard A. Schneidennan, who came to us di
rectly from academia. At once he began to look 
for ways that Monsanto science and academic sci
ence could be of mutual benefit to each other. He 
naturally turned to our very close neighbors at 
Washington University with the result that, in 
1982, the two institutions entered into a five year, 
$23.5 million agreement with Washington Uni
versity Medical School for biotechnology re
search. The purpose of this agreement is to fund 
basic research and to make discoveries that will 
ultimately lead to new therapeutic materials in the 
health care field. 

Like the Harvard agreement before it, our pro
gram with Washington University has received a 
lot of attention in the press, in industry, in aca
demia - even in Congress. And certainly at 
Monsanto. 

We have done everything we possibly can to 
assure the success of this program. Building on 
our experience of the past, we have developed 
broad guidelines we feel are important for a truly 
cooperative agreement between an academic and 
industrial institution. The Monsanto-Washington 
University agreement is a good example of Mon
santo's views on industry-academic collaboration. 

First of all, we had to deal with an issue of 
great sensitivity on both sides - the tradeoff be-
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tween security for patent purposes and the aca
demician's right to publish. In this case, Monsan
to has the right to a 30-day look at papers prior to 
their being submitted for publication and then, if 
patentable material is included, a chance to put 
off submission for a short period longer to pro
vide time to file the proper patent applications. 
We feel, and Washington University agrees, that 
this arrangement should prove satisfactory to 
both institutions. Any contract must include 
some mechanism for dealing with a proprietary 
situation. 

Second, we believe the arrangement should be 
between institutions rather than individuals. This 
prevents the kind of distortion that happens when 
one individual receives large sums of money that 
are not available to his colleagues. According to 
the Monsanto-Washington University arrange
ment, if major royalties should accrue to the uni
versity as a result of our work, a third of them 
will go to Washington University, a third will go 
to the individual scientist's department, and a 
third will go to his laboratory - but not to any 
individual investigator. This situation has an ob
vious advantage for Monsanto as well as for the 
university, where faculty members remain on 
a par whether they are working on Monsanto
funded programs or in other areas. The academic 
scientists will also remain on an equal level with 
Monsanto scientists with whom they are collabor
ating, thus avoiding the morale issue of one group 
of scientists having the possibility of becoming 
rich while the other does not. 

In the third place, the collaboration should be 
a real partnership, a relationship of equals. A 
company cannot expect success in this kind of re
lationship unless it has in-house skills in the par
ticular area of the agreement. Monsanto has in
house expertise to bring to this arrangement; we 
have further insured the partnership by fonning 
an oversight committee to administer funds for 
the individual research projects. The committee is 
made up of four people from Monsanto and four 
from Washington University. This means that a 
specific research project will not go forward un
less both Monsanto and the university endorse it. 
Washington University decides what kind of re
search it wishes to engage in; Monsanto selects 
from that menu of options the projects in which it 
has an interest. This way, we are not trying to tell 
them what to do, but rather which aspects of what 
they do are worthwhile for us. 

Finally, to assure the scientific credibility of 
the program, we recognize the need for scientific 
peer review. The science, which is, after all, the 
whole point of the collaboration, must be as
sessed by objective, informed outsiders at regular 



intervals, thus assuring university officials that 
the efforts are of proper quality and assuring 
Monsanto's senior management that the work is 
progressing apace. Moreover, an outside panel
along with a tightly )Yorded contract - can help 
insure that the research undertaken is being car
ried out in the arena in which it was originally in
tended. It will be of no use to academic scientists, 
and be a misuse of corporate dollars, if academic
industrial collaborations tum into development 
programs for new products. 

Development is clearly the role of the industrial 
company, not the university. To ask academic re
searchers to do development work - other than 
specific tests of the type often carried out in en
gineering schools or clinical testing in medical 
schools - would be a gross mismanagement of 
funds, time, and an American resource. 

The driving force for our collaboration is the 
biological revolution, accompanied by the very 
exciting advances in chemistry and physical 
measurement. As with any revolution, old tech
nologies will be displaced, and companies like 
mine will find themselves needing to retool. We 
feel that relationships with academic institutions 
will speed our ability to do this retooling. We will 
piggyback on university skills as we build up our 
own skills and heighten our ability to bring im
portant new products to the people of the world. 
If our collaboration works the way we believe it 
will, it will not just be Monsanto and Washington 
University that will benefit from this undertaking, 
but it will also be society at large. 

A successful academic-industrial collaboration 
can bring new products to consumers, but it can 
have another result as well. America's technolog
ical strength is being challenged as individual 
companies, like Monsanto, find themselves com
peting with whole nations in the international are
na. In the United States it is difficult, because of 
various legal restraints, for companies to collabo
rate. If, however, a company were to look around 
and ask what other existing institutions could en
hance its technological capability, the first answer 
would be universities. These great institutions 
with enormous scientific skills are an obvious key 
to the question of how we can be more competi
tive internationally. In countries like Japan and 
West Germany, we see a much closer interface 
between business and academe. That relationship 
shows up in new high-technology products and a 
keen edge against American competition. A West 
German or Japanese type of relationship may not 
be appropriate for us. But we can have one that 
is uniquely American. Under the right circum
stances, we are natural partners. And the results 
of such partnerships hold great promise. 0 

John F. Tormey 
Director (retired) 
Corporate Technology 
Policy 
Rockwell International 
Corporation 

AT ROCKWELL INTERNATIONAL there are 
fitwo major routes by which money could go 
to a university. One is through the Rockwell 
Trust, and the other is via a Rockwell normal 
business expense. In the latter case there are three 
ways that an individual division president or en
gineering vice president or his designee can dis
burse money to a university. He can use direct 
money out of his contract; he can use money 
out of his overhead; or he can fund the research 
through an IR&D project. He really doesn't have 
to consult with anybody before he acts except his 
own conscience, and his profit and loss 
statements. 

Funding for direct contracts with a university 
- open contracts for services, say, to perform 
some analytical work - belongs to the business 
side. So do such expenses as hiring consultants, 
continuing education, and directed experimental 
research, as well as all of our Industrial Associ
ates programs. 

Out of the charitable side, or the Trust, come 
major and minor grants, gifts, undergraduate 
scholarship programs, a graduate fellowship pro
gram (through which we fund 26 PhD fellowships 
across the country), chairs, buildings, matching 
funds, and equipment. The corporation has a 

The Space Shuttle (left) is one of 
Rociovelllnternational's best
known producfs. but the com
pany has many others. Below, 
for example, a machinist moni
tors five-axis milling of a tita
nium casting of a pumping ele
ment for a marine propul'iion 
system. 
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reasonable but finite amount of money in the 
Trust, and only a portion of it goes into educa
tion; there are also the arts, the community, and 
health and welfare to be considered. And the 
education share also covers our commitments to 
liberal arts establishments as well as technical in
stitutions. Among the reasons why the Trust 
would bestow a charitable grant to a particular 
university are good will, minority responsibilities, 
being a good neighbor in the community, acquir
ing employees, being a patron of science and en
gineering, and, finally, a direct self-interest in the 
particular technology of the school itself. 

The case study I would like to follow here is a 
major grant involving both our direct technical 
interest and our role as patron of science and en
gineering - a direct grant to CaItech of a half 
million dollars. The period of the grant is from 
1982 to 1987, and it is divided into two parts -
half to a study of turbulence, and the other half to 
a particular field of research in semiconductors. 

The establishment of this grant came about in 
ten steps, and there were random resistances in 
the smooth flow from step to step that took a little 
time to overcome. First, there was the prelude: 
those years of industrial associations with Caltech 
during which very little money surfaced -
attending meetings like the Research Directors 
Conference, and lectures and annual alumni meet
ings, reading publications, using the library, and 
so on. But we didn't get past this "getting to 
know you" point until Robert Anderson, the 
chairman of the board of Rockwell, who is also a 
member of the Cal tech board of trustees and a 
member of the visiting committee of the Division 
of Engineering and Applied Science, created a 
stimulus. A couple of years ago Mr. Anderson 
suggested that we in engineering do something 
specific about a research grant to Caltech. This 
stimulus got a group of executives to come to 
Caltech to get acquainted in a formal sense. This 
took quite a while (about four months) - not be
cause I couldn't bring the Caltech faculty to bay, 
but because I couldn't corral my own associates. I 
had to gather together four divisional line execu
tives and bring them to Pasadena. I think we can
celled a meeting six times. Finally, there was a 
superb summit meeting here at Caltech. I must 
say that the Caltech faculty who were at that 
meeting were at their best - charming, in
formed, and stimulating. We had a magnificent 
breakfast, a magnificent lunch, magnificent scien
tific discussions; and, as Rockwell got together 
afterward, there were such expressions as, "Who 
were those guys? This is a great school. Let's do 
something." This was one of the key meetings. I 
recall every line and nuance of it. 

20 ENGINEERn,o & SCIENCE I MAY 1983 

Then I put together a series of "how ahouts," 
going around to the various vice presidents to get 
their suggestions for about 12 topics in technolo
gy that were of strategic concern to Rockwell 
across the board. Following this I met with Roy 
Gould, chairman of the division of engineering 
and applied science at Caltech. He and I went 
over the list, which he subc,equently took to his 
department heads for their review. Within two 
weeks I received a very nice letter from Professor 
Gould \vith a package of Cal tech "howabouls" 
- seven of theirs matching seven of ours. Then 
I sat down with the corporate vice president of 
engineering, and we picked two, one on tur
bulence and one on semiconductors. 

The operation didn't proceed much beyond this 
point until the money arrived. As you might ex
pect in corporations, it's all relatively harmless to 
this point. But finally the money was made avail
able from the Trust; I had it in my hand and could 
begin "soft" discussions. Since Trust money is 
charitable (it is not expended for things that chief
ly benefit the giver), I did not enter into "hard" 
negotiations with Caltech. On the other hand, I 
couldn't simply assign Caltech the money without 
some gentlemen's understanding of what they 
were going to do. Hence the word "soft." 

As part of the "soft" discussions, I arranged 
with the Caltech development people to set up 
meetings for me with appropriate Institute staf
fers. I visited the public relations office, the con
tract office, the financial office, and so on. They 
understood that it was going to be a gentlemen's 
understanding, and so we talked through these 
things on how it was going to be done. 

The key element was simply a personal letter 
between the provost and myself. (The research 
fields and the principal investigators were already 
spelled out in one-page papers submitted by each 
of the two faculty members.) Our letter covered 
such matters as starting period, contribution 
times, pUblicity (no one would rush to press with
out telling the others), published reports and other 
communications (we would get the first copy of 
any published report and a letter once a year just 
to let us know they were still alive), access, and 
visitation. 

The letter also covered access to records, 
which had been a cause for uneasiness among my 
financial associates. They said, "Gee, you can't 
let them have half a million dollars without giv
ing them a book on how to report the costs back 
to us." So I came and talked to the Institute 
accounting people and asked if we could see the 
Caltech accounting records on that particular proj
ect if we wanted to find out how the money was 
being spent. They said, "Of course. " I decided 



that we would trust Caltech to apply the same 
rigor to our money that it would to its own. 

We also wanted to identify four Rockwell sci
entists in each of the two fields as liaison scien
tists for the program. For me, these technical 
matchups were crucial to the success of the grant. 
We tried to pick people with good academic 
backgrounds - not necessarily Caltech PhDs, but 
those who might be comfortable in an academic 
atmosphere. Before I brought our people over, I 
came to the Caltech faculty involved and said, 
"Fellows, this is the most important part; every
thing else is paperwork. You've got to be ingra
tiating to my people; don't intimidate them or they 
won't come back." They all promised to behave. 

Now we are well into the first year of these two 
research grants. As you might expect, and as I 
knew would happen, my people are still a tad un
comfortable coming to Caltech. This is not their 
turf, and although everything has been done to 
make them feel comfortable, it just takes a while. 
This is the biggest resistance for us. 

John D. Roberts 
Institute Professor of 

Chemistry 
Caltech 

T HE BENEFITS to industry and universities 
from mutual collaboration are obvious, but 

problems come along with those benefits, and I 
should like to discuss some of them from the 
academic point of view. In no particular order of 
importance, I list five such areas of difficulty 
below: 

1. Should any group have preferred access to 
students and postdoctoral fellows with re
spect to consideration for employment? 

2. How should we handle patent rights? 

3. How should we handle proprietary in
formation? In the purest sense, such in
formation has no place on university cam
puses, but, pragmatically, it is often gener
ated in applied research in commercially 
competitive areas. 

4. What restrictions, if any, should there be 
on the publication of results? 

This was an experiment for us because our 
company has never done precisely this before. 
We're delighted that it has worked out so well: it 
was relatively painless. The whole thing took 
about nine months altogether. What are the bene
fits to us? We're intermixing people; we're lifting 
the horizons of our people. We hope that occa
sionally we'll pick up a competitive edge, and 
we'll get experience in grants so that we can do 
the same thing with other universities in the 
future. 0 

5. How can we in the universities preserve 
necessary balance in our programs? Indus
try has rather suddenly discovered that 
there are rapidly developing new areas 
such as biotechnology, integrated optics, 
and computer science, in which industry is 
far from up to speed. Because they wish to 
establish positions in these areas as rapidly 
as possible, many corporations are very 
willing to pump money into university re
search and have their personnel participate 
directly in it. But it is important for each 
university to preserve balance in its pro
grams (and especially set aside resources to 
nurture those areas where the next potential 
breakout may only be a gleam in a young 
professor's eye). One way to heip achieve 
and maintain balance would be to have 
each restricted-purpose gift accompanied 
by an unrestricted grant to use at the uni
versity's discretion. 

As a consultant for DuPont for 33 years, I do 
know something about how industrial research is 
carried out, and in the course of that relationship, 
my DuPont colleagues and I carried out col
laborative basic research that led to several pub
lications. My DuPont collaborations were in
teresting because no money changed hands. Each 
party got something it wanted, with mutual sav
ing of time and money. 

This was done under the old system where uni
versity research was financed primarily by the 
government, in part through corporate taxes. Cor-

Rockwell's Rocketdyne Division 
developed the central receiver 
boiler and the thermal storage 
unit for Solar One, the country's 
first solar electrical generating 
plant. 
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In the academic community. 
both students and profe>ours 

occupy the labs. Above, under
graduates in Caltech's new 

Mead Chemistry Laboratory. Be
low, Amnon Yariv, Myers Pro

fessor of Electrical . .. 

... Engineering and professor 
of applied physics, and graduate 

student Tom Koch make adjust
ments on a dye laser and ampli
fier system used to study ultra

fayt processes and switching 
phenomena in 

semiconductors. . . . 

... One important result of all 
this effort becomes visible each 

June as students don caps 
and gowns and attend 

commencement. 

porations paid those taxes to the government, the 
government selected the areas for support. All in
dustry benefited in the most general way. 

No one likes to pay taxes, and taxes have been 
and are being reduced, but government spending 
for research in real dollars has also been reduced. 
To maintain the level of basic research the coun
try needs to keep the economy vital in the long 
run, therefore, requires new sources of money. At 
the present time, as Martin Cooper points out, 
universities are knocking at industry'S door. 
Some of the less-favored universities are in such 
straits, in fact, that they are willing to act as low
cost research institutes, in competition with Bat
telle or SRI International, for example, working 
on specific industrial projects. In my view, this is 
not a good use of universities. 

I like Mr. Cooper's idea of "illusory" objec
tives in supporting university research, that is, for 
industry to benefit by inspiration and ideas as 
well as by fostering education of students in im
portant fields - but to have no more than the 
illusion of directly benefiting by gaining exclu
sive patent rights to breakthrough inventions. 

The publication problem is an important one. 
As a member of the National Academy of Sci
ences Panel on "Scientific Communication and 
National Security," I heard a lot about this prob
lem as it relates to possible transfers of critical 
technology (ideas or hardware) to the Soviet Un
ion. I recommend reading that report, which 
holds that simultaneous submission to journals 
and the sponsors should suffice for national secur
ity purposes. The industry representatives on the 
panel strongly supported this view. It seems that 
industry in general would like to have access to 
DOD-sponsored research promptly, but then 
some parts of it would argue for substantial de
lays in publication for industry-sponsored re
search where patent rights might be involved. The 
difference in viewpoint creates problems for 
universities. 

What should industry-university partnerships be 
like? From our point of view, the best possible 
partnership would be a general and very open one 
with all of the companies interested in our work. 
Nonetheless, we understand that many corpora
tions who give money for specific purposes will 
have rather natural proprietary feelings about 
open dissemination of results to those who did not 
support the work. 

Let me point out our concern that too tight 
partnerships could well lead to perceptions that 
ideas, research programs, and students can be 
bought and sold on university campuses. Such 
perceptions could lead to serious problems for us 
in another direction. Many corporations contrib-
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ute general support to the Institute through the In
dustrial Associates program. A few make addi
tionallarge general contributions with no strings 
attached. To a degree, when we take on col
laborative projects involving restricted access or 
patent rights from other companies in areas in 
which our donor companies are also interested, 
we may be inhibiting their right of access to 
ideas, results, and students. We are creating an 
internal conflict of interest. We must take great 
care in making relationships not to foster undue 
channeling of research and not to prejudice the 
collegial environment. With our very small 
groups, that environment plays an important role 
in our success. 

If large enough contributions were possible, the 
ideal system for us would be to have corporate 
support largely channeled into Industrial Associ
ates type programs. All of the corporations in
volved would thus be partners together. The uni
versities could fulfill their educational mission 
through dissemination of their results in confer
ences and by individual visits, with neither side 
holding back. Unfortunately, as John Tormey has 
made so clear, it can be hard to get corporate re
search personnel to make the use they could and 
should of such visits, even when the research is in 
relatively specific areas of interest. 

The Rockwell arrangement was fun to negoti
ate, and you will note that it calls for no patent 
rights and no restrictions on publication. It does 
foster our strength in areas in which Rockwell has 
a deep interest. This is another very useful model 
for collaborative research with industry, and it 
has many advantages. The one possible problem 
is that of creating some unbalance in our pro
grams, a difficulty which might become serious if 
several other companies decide they want to push 
the same research areas here. 

Clearly, a new world of industry-university re
lationships is with us. As yet there is great di
versity, and as yet no standard well-tested model 
for industrial support of university research has 
emerged. Any search for one may be fruitless, 
because of the differences in objectives, concern 
for proprietary rights, financial resources, and re
search sophistication of the industries involved. 
Properly set up, with understanding of each 
participant's interests and limitations, collabora
tion in research can be expected to lead to great 
mutual benefit. Collaborations based on one side 
seeking specific answers to specific proprietary 
problems, however, and the other seeking finan
cial support to keep academic wheels turning 
without proper consideration of educational 
objectives can only be expected to lead to mutual 
dissatisfaction. 0 



A CAD of Engineering Computers 
at Caltech 

CHARLES BABCOCK enters the small room 
in Caltech' s Guggenheim Laboratory, touch

es a few keys on the computer terminal and the 
screen comes to life. He specifies a program for 
constructing models on the computer screen. The 
computer then lists a number of basic shapes he 
can choose from to begin his modeling - includ
ing blocks, cylinders, ellipsoids, hexahedrons, 
hollow ellipsoids, spheres, tubes, curved sur
faces, and quadrilaterals. 

Choosing a cylinder, he specifies its size and 
orientation, and directs the computer to draw it. 
The computer pauses, and after a moment of cal
culation slowly traces the lines of a cylinder onto 
the screen. Babcock chooses another cylinder, 
specifies a smaller size, rotates it, and tells the 
computer to insert it into the first cylinder. Once 
more, he tells the computer to draw the figure, 
and after a few moments, traced upon the screen 
is the small cylinder, joined to the larger one at 
an angle. 

Babcock experiments with different shadings, 
directs the computer to make the cylinder hollow, 
and - satisfied with his work - decides to try 
another figure. This time, he draws a simple 
square and tells the computer to extrude it 
through space, rotating it as it is extruded. The 
result is a hollow, square, warped tube. 

Although these two figures were simple ones, 
Babcock could have used combinations of simple 
shapes, extrusions, and specified points in space, 
to draw any shape, from the simplest arrangement 
of pipes, to the most complex machine part. 
What's more, he could then use this three-dimen
sional model as the basis for a complex comput
erized engineering study - called finite element 
analysis - of the model. In this procedure, he 
would specify the points on the structure to be 

by Dennis Meredith 

used in the analysis and direct the computer to 
analyze how it might respond to loads. He could 
then tell the computer to show him visually how 
the model would warp in response to a given 
load. 

The process is called computer-aided design, 
or CAD. In combination with the analytical pow
er of computers, it is creating as profound a revo
lution in engineering as mathematical analysis did 
many decades ago. Such computer systems typi
cally feature computer graphics hardware and 
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software that visually display the progress of a 
design project. They also include engineering 
analysis programs that can perform complex cal
culations to determine how the real-life engineer
ing product will behave under a range of 
circumstances. 

Engineers in many industries now use CAD 
systems to design buildings, automobiles, air
craft, space probes, dams, highways, chemical 
plants, electrical circuits, computer chips, and 
any other projects requiring engineering analysis. 
They are also linking computer-aided design and 
manufacturing - creating "CAD/CAM" systems 
that, for example, use the design for a machine 
part produced on a computer to guide the produc
tion of that part by automated machine tools. 

Like many of his Caltech engineering col
leagues, Babcock, professor of aeronautics and 
applied mechanics, is now wrestling with how 
best to teach the powerful techniques of CAD to 
his students in mechanics. 

It's a very active topic of conversation these 
days in Caltech' s Division of Engineering and 
Applied Science, mainly because of a system, 
now in its early stages of development, known as 
CADRE - for Computer-Aided Design, Re
search and Education. The system development is 
overseen by a faculty committee chaired by Fred 
Culick, professor of applied physics and jet pro
pulsion. This group of representatives from the 
various areas of the division is now planning 
CADRE as a major network of computers spread 
throughout the buildings of the engineering divi
sion. Although CAD is the current major focus of 
the effort, CADRE will ultimately encompass 
most of the division's computer resources for the 
use of computers in education and research. 

Today, the system consists of two V AX mini
computers, running design software donated by 
the Ohio-based Structural Dynamics Research 
Corporation (SDRC). Eventually CADRE will 
consist of numerous computers, terminals, plot
ters, and other devices. The linked computers will 
provide a powerful set of tools, both for faculty 
research and student training in CAD. 

There is no question but that engineering stu
dents at Caltech must be conversant with the new 
technologies, says Culick. Having the ability to 
visualize engineering problems and to feed in pa
rameters and have results displayed in real time is 
profoundly affecting the way engineers approach 
engineering analysis. While engineers formerly 
had to figure out results from reams of paper 
printouts splattered with numbers, CAD brings an 
unprecedented freedom of conceptualization. 

"If you're going to build a house, you specify 
the standard-size lumber - two-by-fours, for ex-
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ample - because that's what's available," says 
Culick. "It's the same with engineering analysis; 
you tend to bend the problem into a shape that 
allows you to use the analytical tools that are 
available." But once those tools come to include 
powerful number-crunching analytical programs 
that display their results in easy-to-grasp comput
er graphics form, the result will be great flexibil
ity of engineering analysis. 

To Babcock, another object of teaching CAD is 
to help students guard against unwise use of com
puters. 

"In a way, we have to teach students about 
computers in order to vaccinate them against the 
machines. We can teach classical solutions to en
gineering problems, so the students will develop 
an intuitive feel for correct results that they can 
then use to make wise judgements." But numer
ical solutions to the classical equations can be as 
flawed when spit out of a computer as when in
correctly obtained by hand, a distinction com
puter-naive students may miss. 

"If we don't expose them to computers here," 
says Babcock, "we'll find they go out into indus
try, start to use the computer, and often just start 
to do garbage. Thus, we hope to use computers 
partly to demonstrate how engineers can run into 
trouble. " 

The seeds of CADRE were sown in 1979, 
when Culick became concerned that Caltech was 
behind in the teaching of CAD. His first task was 
to assure himself and his fellow educators that 
CAD possessed enough intellectual content to jus
tify teaching it at Caltech. 

"We're not in the business of training people 
to go out and do routine tasks," says Culick. "To 
put it bluntly, Caltech is not a trade school. We 
had to be sure that CAD would be used to further 
the intellectual content of our coursework. " 

After attending meetings and workshops, 
Culick found that such universities as Ohio State, 
Rensselaer Polytechnic Institute, and the Uni
versity of Michigan had established successful 
CAD systems for education, and that CAD was, 
indeed, a significant enough intellectual tool for 
Caltech to consider its own role in teaching the 
new technology. 

"I quickly came to several conclusions," re
called Culick. "First, that the effort will require 
a great deal of money to do properly. Second, I 
saw that the large investment in CAD at those 
schools had become restricted to a small part of 
mechanical engineering - the area of mechanical 
design. The hardware and software required for 
CAD looked to me to offer much more novel, in
teresting applications than its use thus far had 
indicated. " 



Culick also concluded that it would be far more 
efficient and useful for a small school like Cal
tech to plan a CAD system that could be used for 
both teaching and research. Thus, Culick and his 
colleagues envision CADRE as quite different 
from its counterparts at other universities. 

"The most important difference may be that all 
fields in the division will be involved in the sys
tem - sharing software and use of hardware. 
This sharing may promote interdisciplinary ex
changes not even forseen. " 

The next step in CADRE's formation came 
with the appropriation of $250,000 in Institute 
funds for the effort in the spring of 1981, a sum 
that Culick terms "only seed money." Using this 
money, the first hardware was purchased last 
summer, consisting of two Digital Equipment 
Corporation VAX computers, which were subse
quently augmented with Tektronix graphics ter
minals and other necessary peripherals to form 
the first part of the larger CADRE system. The 
job of designing and implementing the initial con
figuration and integrating it into the future system 
as CADRE evolves, was taken on by Paul Dimo
takis, associate professor of aeronautics and ap
plied physics, and Jon Melvin, a part-time staff 
member of physics and engineering. 

"We recognized at the outset," says Dimota
kis, "that the problem of introducing computer
aided engineering tools has both near-term and 
long-term aspects. In the near term, we want to 
expose students and faculty to the existing tech-

nology in this area and make it available to them 
in both curriculum and research. So CADRE has 
to conform to existing software and hardware sys
tems and standards to minimize the start-up time 
penalty. In the long term, we're confronted with a 
much more challenging problem. We have to rec
ognize not only that CADRE may have to 
accommodate a technology that is advancing at a 
revolutionary rate, but also that these computer 
tools in engineering will probably affect engineer
ing itself, and the way we think, in radical 
ways. " 

Anticipating at least one aspect of this prob
lem, the CADRE network is designed to allow 
easy user access to different computers for differ
ent tasks. Instead of the traditional "star" net
work configuration - a central computer serving 
many users - that was dictated by computer 
characteristics in the 1970s, the CADRE system 
is being designed as a hierarchical distributed net
work of resources linked by high-speed Ethernet 
sub-networks. This complements the larger effort 
also currently under way at Caltech to provide a 
campus-wide computer network (supported by a 
grant from the Fletcher-Jones Foundation) that 
has already begun to provide services at selected 
sites on campus. The campus network should be 
operating on a much larger scale within 12 to 18 
months. Dimotakis and Melvin are also trying 
from the start to design sufficient redundancy into 
the CADRE system to make it as resistant as 
possible to single-point failures. 

Charles Babcock (left) and Fred 
Culick summon a cylinder to the 
screen with CADRE's geometric 
modeling program, 

At a different terminal Jon Mel· 
vin (lower left) draws a sphere. 
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Paul Dimotakis ~ketches 
CADRE's hierarchical 

architecture, in which a number 
of work stations, each serving 

one or more user terminals, are 
connected via Ethernet to data 

base management stations, 
which are joined in turn to the 

main computer, CADRE will 
also link up to the campus-wide 

network already under way, and 
a system of direct interconnec

tions from the various levels will 
make CADRE fail-safe. 

Not only will students and faculty have access 
to terminals in their offices and computer centers, 
but in the classrooms as well. Thus, a professor 
will be able to explore the possible solutions to a 
sophisticated engineering problem using real-time 
computer analysis, displaying the results on a 
large screen in the classroom. Culick expects pro
found effects on both engineering research and 
education due to the powers of CADRE. 

"The way we teach and do research will 
change drastically in the next few years. Having 
easy-to-use distributed resources readily accessi
ble to students and faculty will encourage that 
process," he says. "We expect much of the 
evolution of CADRE to come from students, and 
we'll be trying to provide an environment for stu
dents and faculty to work in, not just a facility 
with which faculty can show students how to use 
computers. Each year, what we do will probably 
be different from what we did the year before. 

"Primarily because of the small size of Cal
tech, CADRE will offer truly unusual opportuni
ties. With much less investment and support than 
required in other leading universities, we are able 
to create a unique environment for the applica
tions of computers. " 

Even before the CADRE computers began 
functioning, however, Caltech engineering stu
dents had already begun training in CAD. For ex
ample, last year some 50 undergraduate mechan
ical engineering students in Associate Professor 
of Engineering Design David Welch's classes 
learned CAD on the terminals of the Pasadena
based computer-aided-design company CADRI, 
which is headed by Caltech graduate Louise Kirk
bride (BS '75 Eng, MS '76 EE). 

Early use of CADRE came this spring in a civil 
engineering course taught by James Beck, assis
tant professor of civil engineering and John Hall, 
research fellow and lecturer in civil engineering. 
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Welch plans to use CADRE in his design courses 
beginning next falL 

Also this spring Dimotakis' s AE 107 c class, 
"Case Studies in Engineering," is focusing on 
computer-aided engineering, featuring speakers 
from SDRC, JPL, and Aerojet Electro Systems. 
During the course, students will receive hands-on 
experience in CAD using six graphics terminals 
operating in the first of CADRE's computer facil
ities in Thomas Laboratories. They'll use not only 
the enormous base of software donated by 
SDRC but also hardware and software donated by 
Tektronix, Inc. (Digital Equipment Corporation 
and Nippon Electric Corporation have also sup
plied equipment at special discount, and SDRC 
and Northrop Corporation have provided train
ing.) Visitors from a number of other companies 
have also come to campus to discuss CADRE, 
and Culick and Dimotakis hope that the project 
will attract continuing participation by industrial 
personnel at the working level, in both education 
and research. 

Despite such generous donations, future hard
ware and software for CADRE, Culick expects, 
will probably cost several million dollars. Annual 
operating costs, including adequate staff support, 
will be in excess of $200,000, he believes. He 
also believes, however, that "we must accept 
computer-aided engineering as a new responsibil
ity of university education. If we're to continue to 
attract good students and faculty, and to offer a 
farsighted engineering education, we simply must 
have the very best capabilities for using comput
ers. We've had excellent support from the Insti
tute, as well as industry. We'll need both, as well 
as considerable intelligent planning, if we're to 
take full advantage of these remarkable tools." 0 



Computer-generated design for investigating 
structural strengths and weaknesses. 

Developing and managing Air 
Force engineering projects could 
be the most important, exciting 
challenge of your life. The 
projects extend to virtually every 
engineering frontier. 

S CAREER FIELDS 
FOR ENGINEERS 

Air Force electncal engineer studymg aircraft 
electrical power supply system. 

Engineering opportunities in 
the Air Force include these 
eight career areas: aeronautical, 
aerospace, architectural, 

astronautical, civil, 
electrical, mechanical and 

nuclear. Hundreds of diverse 
specialties are included in a wide 
variety of work settings. For 
example, an electrical engineer 
may work in aircraft design, 
space systems, power production, 
communications or research. 
A mechanical engineer might be 
involved in aircraft structure 
design, space vehicle launch pad 
construction, or research. 

PROJECT RESPONSIBILITY 
COMES EARLY 

IN THE AIR FORCE 

Force mechamcal engmeer mspectmg 
aircraft jet engine turbine. 

Most Air Force engineers 
have complete project 
responsibility early in their 
careers. For example, a first 
lieutenant directed work on a 
new airborne electronic system 
to pinpoint radiating targets. 
Another engineer tested the jet 
engines for advanced tanker and 
cargo aircraft. 

OPPORTUNITIES 
IN THE NEW 

USAF SPACE COMMAND 

Artist's concept of the DSCS III Defense Satellite 
Communications System satellite. (USAF photo.) 

Recently, the Air Force 
formed a new Space Command. 
Its role is to pull together space 
operations and research and 
development efforts, focusing on 
the unique technological needs of 
space systems. This can be your 
opportunity to join the team that 
develops superior space systems 
as the Air Force moves into the 
twenty-first century. 

To learn more about how you 
can be part of the team, see your 
Air Force recruiter or call our 
Engineer Hotline toll free 
1-800-531-5826 (in Texas call 
1-800-292-5366). There's no 
obligation. 



SCIENCE textbooks roll off the presses 
in relative profusion, but most are not 

noted for poetic expressiveness. There 
are, however, exceptions, as a recent let
ter from Jonathan V. Post (BS '73, in 
mathematics and literature) points out. 
Post says, in part, "I am reminded that 
1983 will be the 20th anniversary of the 
publication of the world's most popular 
physics book: The Feynman Lectures on 
Physics by Richard P. Feynman, Robert 
B. Leighton, and Matthew Sands. There 
is a footnote in that text that comments on 
the relative virtues of science and poetry, 
and I found its language to be very poetic 
in itself. Consequently, I have rearranged 
the phrases, and added a few of my own, 
to compose a sonnet. ' , 

Post thought, and we agreed, that it 
would be most appropriate for the poem 
to appear in Engineering & Science in a 
1983 issue, both to commemorate those 
famous bright red books and to "celebrate 
the bond between the humanities and sci
ences at Caltech." First, the footnote: 

"The stars are made of the same 
atoms as the earth. " I usually pick one 
small topic like this to give a lecture on. 
Poets say science takes away from the 
beauty of the stars - mere globs of gas 
atoms. Nothing is "mere." I too can 
see the stars on a desert night, and feel 
them. But do I see less or more? The 
vastness of the heavens stretches my 
imagination - stuck on this carousel 
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A Sonnet from Science 

my little eye can catch one-million-year
old light. A vast pattern - of which I 
am a part - perhaps my stuff was 
belched from some forgotten star, as 
one is belching there. Or see them with 
the greater eye of Palomar, rushing all 
apart from some common starting point 
when they were perhaps all together. 
What is the pattern, or the meaning, or 
the why? It does not do harm to the 
mystery to know a little about it. For far 
more marvelous is the truth than any 
artists of the past imagined! Why do the 
poets of the present not speak of it? 
What men are poets who can speak of 
Jupiter if he were like a man, but if he is 
an immense spinning sphere of methane 
and ammonia must be silent? 

The Feynman Lectures on Physics 
Addison Wesley Publishing Co .• 

Inc., Vol. I, 3-6. 
© 1963 by California Institute of 

Technology 

Next, Post's sonnet: 

Footnote to Feynman* 

Science takes away from the beauty of 
the stars? 

On Earth, stuck on this carousel my 
little eye 

(atoms: my stuff was belched from some 
forgotten star) 

my eye can catch one-million-year-old 
light. Do I 

see less or more? Mere globs of gas? 
Nothing is "mere." 

I see them with the greater eye of 
Palomar-

What is the pattern, or the meaning, or 
the why? 

Earth, stars, a vast pattern - of which I 
am part-

(and the whole universe is in a glass of 
wine) 

stars rush apart from common starting 
point. My heart -

red as Betelgeux, Antares, Aldebaran -
my heart beats to the mystery of the 

sky. 

It does not harm the mystery to know 
our birth: 

The stars ate made of the same atoms as 
the Earth. 

* Adapted with permission 

And, finally, a footnote of our own: The 
Feynman Lectures on Physics arose out of 

a decision taken in the early 1960s that 
Caltech's required introductory course in 
physics needed revision. It would include 
a new course outline, a new textbook, and 
some new laboratory experiments. The 
text was produced by taping a set of lec
tures given in 1961-62 by Richard Feyn
man, then the Richard Chace Tolman Pro
fessor of Theoretical Physics and soon to 
be awarded the Nobel Prize. The tapes 
were transcribed, edited by Robert Leigh
ton and Matthew Sands, professors of 
physics at Caltech, and published in 1963 
by Addison-Wesley. 

Whether the book then really became 
the "world's most popular physics book" 
we don't know, but the publishers have 
given us some impressive numbers about 
it. In the 20 years since the familiar three 
volumes were issued, nearly 350,000 
copies in English have been sold. This 
number includes not only the separate 
hardbound copies but also the paperback 
set of three volumes that comes as a set. 
And this is only the beginning; the book 
has actually been reprinted 15 to 20 times, 
with more than 400,000 copies having 
been published in foreign languages -
French, German, Hungarian, Italian, 
Japanese, Slovak, and Spanish. 

As for Jonathan Post, he now lives in 
Seattle, where he does software manage
ment for a number of Boeing Aerospace 
Company projects. He has over 200 
books, articles, stories, poems, and broad
casts to his credit, including a recent 
keynote address to the Washington State 
Legislature. He is also completing a book 
- Science Poems - on the history of the 
relationship between science and poetry. 
O-JB 

Jonathan Post 



Books - by, about, or of interest to Caltech people 

SCIENCE AND MORAL PRIORITY 
Merging Mind, Brain, and Human Values 

by Roger Sperry 

Columbia University Press ...... $16.95 

Roger Sperry's scientific life has been 
guided by a persistent quest for under
standing of the relation of mind to brain. 
This quest grew out of his observations of 
the effects of surgically dividing the brain, 
and led him to examine the issues of con
sciousness, brain, and moral values. 
Science and Moral Priority presents his 
resolution of the conflict between the 
value-devoid mechanistic descriptions of 
science and traditional humanistic views 
of man and the world. 

Since the late 1960s, Sperry points out, 
new concepts of brain and consciousness 
have given science an outlook in which 
the mind supersedes and controls matter, 
and the physical world and human psyche 
no longer reduce to quantum mechanics. 
With this foundation for a new under
standing of the relationships between sci
ence and values, Sperry argues that it is 
not only possible but vital to merge the 
teaching of science and value questions. 
He sees such a fusion of ethics, religion, 
and science as the strategic key to a 
humane reversal of worsening world 
conditions. 

Sperry is the Hixon Professor of 
Psychobiology at Caltech and a winner of 
the Nobel Prize in 1981. 

JPL AND THE AMERICAN SPACE PROGRAM 
A History of the Jet Propulsion Laboratory 

by Clayton R. Koppes 

Yale University Press .......... $19.95 

This is the biography of an institution that 
has played a leading role in the American 
missile and space program. It began in 
1936 when a group of Caltech graduate 
students and local enthusiasts banded 
together to build rockets, but space ex
ploration eventually represented JPL's 
greatest achievement. 

Clayton Koppes gives the reader more 
than technical or scientific history, how
ever. He also recounts the political con
troversies and human interactions that 
erupted in the lab; he traces the complex 

relationships between JPL and Caltech, 
the government, and the aerospace in
dustry; and he raises questions about the 
funding, control, and purposes of scien
tific and engineering research in relation 
to national security. 

Koppes did his research and the bulk of 
the writing of the book from 1974 to 1978 
while he was a senior research fellow in 
history at Caltech. He finished the manu
script at Oberlin College where he is cur
rently assistant professor of history . 

TOUCHED By AfRICA 

by Ned Munger 

Castle Press, 516 N. Fair Oaks Ave., 
Pasadena, CA 91103. 
At press ... $12.50; by mail '" $14.00 

Ned Munger, professor of geography at 
CaItech, is the author of 7 books and more 
than 300 articles on Africa, and many of 
the 26 biographical sketches of friends 
and acquaintances of which this volume is 
composed are about Africans. Others of 
Munger's subjects have been touched by 
Africa largely through their relationship to 
Munger himself. They are a diverse 
group, including, for example, Max Del
bruck, the Nobel laureate whose prize 
money went to a Nigerian; Martin Aliker, 
who may one day be president of Uganda; 
Henry, Doris, and Ann Dreyfuss, the in
dustrial designer, his wife, and his daugh
ter; Charles McGruder III, the first black 
American to enroll as a freshman at Cal
tech and graduate with a BS; and Waiter 
Rogers, director of the Crane-Rogers 
Foundation, under whose aegis the Amer
ican Universities Field Staff developed a 
corps of American specialists on foreign 
countries (Munger being one of them). 

ENTROPY MINIMAX SOURCEBOOK 

Volume 4 - Applications 

edited by Ronald Christensen 

Entropy Limited, So. Great Road, 
Lincoln, MA 01773 ............ $59.50 

This book, part of a seven-volume series, 
is a compendium of entropy minimax ap
plications covering two decades. Entropy 

minimax is a new approach to predicting 
the future behavior of complex systems 
from limited observational data and em
ploys modem information theory in its 
formulation. Reports are from diverse 
fields such as engineering, materials sci
ence, medicine, meteorology, social sci
ence, and business, and include predictive 
patterns for California precipitation, nu
clear fuel element failure, survival prog
nosis for coronary artery disease patients. 
cancer, prison population, and more. 
Volume I of the series is a general de
scription; Volume II discusses philo
sophical origins; and Volume III is about 
computer implementation. 

Ronald Christensen, who is the author 
of the first three volumes, is a Caltech 
alumnus (MS '59) and president of En
tropy Limited, a research firm that spe
cializes in statistical analysis. engineering, 
and science, using the entropy minimax 
method of pattern discovery. 

California Institute of Technology 
faculty, friends and alumni are now 
invited to tour China with dub 
universe. Guided tour will depart 
Los Angeles Sept. 12 - 19 days. Visit 
Shanghai, Wuhan, Yangtze River 
Cruise (4 days), Chongqing, 
Chengdu, Leshan, Xian, Beijing. 
From $3699. Air inc!. Optional 6 days 
Guilin and Hong Kong $669. Per
sonally escorted by Fuyun Tsai, 
Chinese born member of the 
KLICKER-LAMARCHE staff. 

For reservations call: 

(213) 577-2730 

KLICKER-LAMARCHE 
TRA VEL, INC. 

3452 E. Foothill, Ste. 428 
Pasadena, CA 91107 

Servillg cn since 1970 
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Research in Progress 

Birdbrains 

M ASAKAZU (Mark) Konishi, who 
studies owls, is often asked 

whether owls can see in the daytime. 
Yes, they can see fine in the daytime, he 
answers; what they can't do is see in the 
dark. But they can hear, and the nocturnal 
owls that hunt at night can find their prey 
purely by sound. 

Konishi, the Bing Professor of Behav
ioral Biology, has been doing research on 
barn owls for more than a decade. Initially 
he conducted behavioral studies but in re
cent years has concentrated more on 
neurophysiology - how the owl's brain 
analyzes sound. He still finds it useful, 
however, to do both behavioral and 
neurophysiological experiments, because 
one field can generate ideas of what to 
do in the other. In sound localization, 
Konishi says, what you see in behavior 
and in the brain turns out to be tightly 
correlated. 

Barn owls can pinpoint the source of 
a sound more accurately than any other 
terrestrial animal studied so far - as 
accurate as 1.5° in both the vertical and 
horizontal dimensions. But they exploit 
a different sound cue in each of those 
dimensions. To localize a sound in the 
horizontal, the owl makes use of interau
ral time difference, that is, the time be
tween the arrival of a sound at one ear and 
at the other. For example, if a sound is 
coming from the right, it will reach the 
right ear sooner than the left ear. In man, 
with about 19 cm between the ears, this is 
a maximum difference of 570 micro
seconds (millionths of a second). 

But a barn owl's head is five times 
smaller than man's, and the time span is 
correspondingly shorter. To determine 
whether the barn owl indeed responds to 
time in the microsecond range, Konishi 
and Research Fellow Andrew Moiseff out
fitted their owls with tiny earphones that 
present sounds to the right and left ears 
with time differences of 10-30 micro
seconds. Since the owl conveniently turns 
its head in the direction of the perceived 
sound, its response can be monitored; 
when the owl is perched in an electro
magnetic field, the slightest movement in
duces current in a coil placed on its head. 
Measurement of this current showed that 
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In total darkness the noises made by the tethered mouse provide an accurate auditory map for the barn 
owl, who arrives at the precise location with talons spread out in an oval shape aligned with the axis 
of the mouse's body. The experiment was photographed with light from an infrared strobe (the five im
ages over one second), which the owl can't see. 

the amount of head movement was 
proportional to the magnitude of time 
differences in the microsecond range. 

To track sound in the vertical dimen
sion the ~wl uses a different set of cues -
from interaural intensity differences. (The 
ear nearer the sound hears it not only 
sooner but louder.) Humans use both time 
and intensity differences to localize sound 
on the horizontal but can't come close to 
the owl's sensitivity on the vertical. The 
barn owl is more than twice as sensitive as 
man to the loudness of a sound. The heart
shaped ruff of feathers that looks like an 
Elizabethan collar and that distinguishes 
the faces of all nocturnal owls is a collec
tor, which focuses sound into the ears. 

The owl's face is also conspicuously 
lopsided; its ears are asymmetric. 
Although its skull is symmetric, the skin 
forming the left ear opening is higher and 
tilted downward for increased sensitivity 
to sounds from below, while the right ear 
flap is lower and aimed upward. This am
plifies the intensity differences from 
varying elevations. 

The interaural intensity difference (ver
tical) and the time difference (horizontal) 
provide a set of unique cues for each par
ticular point in a two-dimensional space. 
These correspond to a neural map in the 

owl's brain, which he can translate im
mediately into the precise site of his 
potential meal. Konishi and former post
doc Eric Knudsen have determined how 
these mechanisms work by inserting fine 
electrical probes in an anesthetized owl's 
brain to record activity of the auditory 
nerve cells by picking up the electrical 
field created by each cell. They have 
found that each specialized cell responds 
only to sound from a particular point. 
Perhaps the most striking finding of the 
Konishi group's research is that each of 
the systematically arranged nerve cells is 
tuned to a particular narrow range of both 
interaural time differences and intensity 
differences simultaneously. 

Konishi's research group has five 
breeding pairs of barn owls, who produce 
some 50 hatchlings per year. These are 
raised individually so that they become 
extremely tame. His aviary also includes 
finches and sparrows. Konishi's work on 
finches with former grad student Mark 
Gurney has determined the sex-hormone 
link to the brain cells that control singing, 
and in his current work with sparrows he 
and grad student Dan Margoliash are 
studying the auditory brain cells that en
able the bird to recognize the song of its 
own species. D - JD 



Infusion 

CALTECH'S ENCORE tokamak is 
not so named because it's a repeat 

performance of the first tokamak on cam
pus, built seven years ago by Roy Gould, 
chairman of the division of engineering 
and applied science. Nor is the name an 
acronym, although Paul Bellan, who de
signed it, is pretty sure he could think one 
up. Rather, Bellan, who is assistant pro
fessor of applied physics, named the de
vice for its high repetition rate, a unique 
design feature that facilitates study of 
some of the basic physics of tokamaks. 

The tokamak is the most successful de
vice in the quest for fusion energy - the 
largest tokamaks under construction 
should be close to achieving controlled fu
sion. Inside a working tokamak reactor, 
deuterium and tritium, two isotopes of 
hydrogen, would be ionized to form a 
plasma and then would be heated to 100 
million degrees C. The fusion reaction 
occurring on impact between the two ions 
would release energy greater than that 
used to generate the reaction and so pro
vide net power. 

A tokamak is basically an electrical 
transformer, in which the very hot, 
doughnut-shaped plasma is a one-tum 
secondary. (A transformer has two coils, a 
primary and a secondary; driving a current 
pulse in the primary causes an equal and 
opposite current pulse to flow in the 
secondary.) The magnetic fields associ
ated with the current flowing in the plas
ma confine the plasma to keep the ions 
and electrons from colliding with the 
waIls. 

ENCORE is not large, as tokamaks go. 
About three feet across, it's not a "param
eter-pushing" tokamak like the 25-foot
diameter machine being built at Princeton. 
It was designed, instead, to provide access 
for measuring some of the fundamental 
physics of a magnetically confined plas
ma. ENCORE's temperature of 100 
thousand degrees C is much colder than 
what other tokamaks attain, but this rela
tive "coldness" enables researchers to put 
in probes to see what's going on. And the 
high repetition rate, which allows 15 plas
ma pulses per second, is almost a 
thousand times faster than conventional 
tokamaks, which generate one plasma 
pulse per minute. Bellan compares it to 
the difference between a muzzle-loading 
rifle and a machine gun. With this capa
bility Bellan and his colleagues can con
struct complicated spatial profiles of 
various plasma parameters by simply 

The ENCORE tokamak fusion reactor is essentially a transformer. The black iron core in its center 
has a primary winding of copper wires that induces current in the one-turn, doughnut-shaped plasma 
secondary; magnetic fields associated with the current confine the plasma electrons and ions. Probes 
(the cylinders sticking out of the top of the doughnut) enable researchers to study some of the fun
damental physics of a magnetically conji'ned plasma. 

moving a probe to a different position for 
each plasma pulse. 

Bellan achieved this high repetition rate 
in ENCORE with an unusual power sup
ply (which he admits he was initially not 
sure would work). Where other tokamaks 
use capacitor banks to generate the plas
ma, ENCORE uses a 48-kilowatt rms 
amplifier with peak power output of 
almost one megawatt. The surplus ampli
fier, originally used to test rocket and 
satellite parts for withstanding takeoff 
vibrations, weighs five tons and had to be 
hoisted by a crane onto the roof of Steele 
Laboratory where it now resides. 

Among the phenomena Bellan is study
ing are lower hybrid waves, which prop
agate in a microwave frequency regime 
where large power oscillators are readily 
available. These waves could be used to 
heat the plasma to fusion ignition. They 
can also be used to generate large DC cur
rents in the plasma, which is of enormous 
practicality since it would allow dispens
ing with the tokamak's transformer and 
running the tokamak as a steady-state 
rather than a pulsed machine. 

Although these complicated waves are 
easy to create, they are essentially im
possible to observe in other tokamaks. 
ENCORE's high repetition rate allows 
Bellan and his students to measure them 
easily and to study how they propagate. 
Graduate student Larry Sverdrup is now 
setting up an experiment in which lower 
hybrid waves will generate large DC cur
rents in ENCORE. 

Another topic being actively pursued on 
ENCORE is the study of magnetic is
lands. This phenomenon has a detrimental 
effect on the tokamak's efficiency and is 
caused by fluctuation of the magnetic field 
confining the plasma. Grad student Eric 
Fredrickson is studying these islands and 
has developed a computerized plot of the 
cross section of the torus that shows up 
the magnetic islands very clearly - look
ing like extra cores in the concentric rings 
of an onion. He is now trying to find a 
coupling between islands and another 
mode in the plasma - a density fluctua
tion called a drift wave. Originally the 
two appeared unrelated, but experimental
ly a connection is showing up. 

Bellan thinks that fusion is starting to 
look feasible, aIthough it's not clear when 
it will be competitive economically. But 
first it's important to make it work, he be
lieves, and the economics can come later. 
And ENCORE is doing its best to discov
er how to make fusion work - again and 
again and again ... 0 -iD 
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Random Walk 

New PlVIA Head 

E DW ARD STONE, professor of phys
ics, has been appointed chairman of 

the Division of Physics, Mathematics and 
Astronomy. He replaces Rochus Vogt, 
who has taken over as vice president and 
provost. Stone is noted for his cosmic ray 
studies; he has also been principal inves
tigator on six NASA spacecraft and co
investigator on four others. Since 1972, 
he has been project scientist for the VOyc 
ager missions. 

Getting a Move On 

March 15 was moving day for Caltech's 45-
year-old, 20-inch telescope - a one-tenth scale 
model of the 200-inch Hale Telescope at Palo
mar Observatory. With the aid of a 70-foot 
hydraulic boom, ... 
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Commencement Speaker 

JAMES A. MICHENER will address 
the commencement audience on June 
10 this year, speaking on "Your Revo

lution." The author was selected largely 
because of his recent interest in science 
and his perspective on the space effort, 
which are manifested in his most recent 

Seminar Day 

T HE ANNUAL Alumni Seminar Day 
is a little later than usual this year 

- May 21 - but it includes the custom
ary star-studded cast, headed by the new 
director of the Jet Propulsion Laboratory, 
Lew Allen Jr., as speaker for the General 
Session. Other sessions will feature the 16 
speakers listed below. 

Ellen Rothenberg, "Basic Training in the 
Immune System" 

David Van Essen, "Monkeying with 
Vision" 

John Baldeschwieler, "New Approaches 
to Cancer Diagnosis and Treatment" 

Dennis Dougherty, "Exotic Organic 
Molecules' , 

Robert McEliece, "Computer Memories 
and Error Correcting Codes" 

Amnon Yariv, "Solid State Optical Fiber 
Systems" 

Thomas Ahrens, "Death of Dinosaurs" 
Peter Goldreich, "Planetary Rings" 

... a clear-headed and sure-footed guide, and 
lots of advice, the instrument was lifted from its 
resting place in the dome on top of Robinson 
Laboratory. swung out past the parapets, and 
gently lowered into a . . . 

novel, Space. Michener has published 30 
books since he began a writing career at 
the age of 40 with his Pulitzer Prize
winning Tales of the South Pacific. Never
theless, he has still found time for public 
service, including membership since 1979 
on the NASA Advisory Council. 

Bruce Cain, "Gerrymandering and 
Elections' , 

Philip Hoffman, "The Historian as 
Detective" 

David Goodstein, "Creating the 
Mechanical Universe" 

John LoSecco, "The Search for Proton 
Decay" 

WiIliam McLaughlin, "Infrared 
Astronomical SateIlite" 

Sterling Huntley, a special session for 
high school students 

Finally, Stefanos Polyzoides, first proj
ect architect for the current renovation of 
Gates Laboratory into Parsons-Gates Hall 
of Administration, and Jay Belloli, direc
tor of Baxter Art Gallery, will discuss 
"The Original Caltech Campus." On 
view during Seminar Day will be the re
lated exhibition at Baxter entitled "Cal
tech 1910-1950: An Urban Architecture 
for Southern California." 

. . . specially built wooden cradle. Then it was 
shipped to the museum at the Corning Glass 
Center in New York. Corning is underwriting a 
14-inch Celestron telescope as a campus 
replacement. 



In 1949, Hughes awarded its first 
fellowship. Since then, more than 4,000 men 
and women have earned advanced degrees in 
engineering and science with the help of 
Hughes fellowships - advanced degrees to 
prepare the men and women of today to meet 
tomorrow's technical challenges. 

Hughes Aircraft Company will again offer 
more than 100 new fellowships in the coming 
year tor graduate study in: 

• Engineering (Electrical, Mechanical, 
Systems, Aeronautical) 

• Computer Science 
• Applied Math 
• Physics 
Just a few months from now, you could be 

working on your Master's, Engineer, or PhD 
degree - and receiving from Hughes: 

• Tuition, books, and lees 
• Educational stipend 
• Full employee benefits 
• Professional·level salary 
• Summer employment 
• Technical experience 

Total Value: $18,000 to $40,000 a year 
As a Hughes Fellow, you will gain valuable 

technical experience working summers at 
Hughes in Southern California or Tucson, 

Arizona. Work Study Fellows study at a 
nearby university while working part·time at 
Hughes. 

Full Study Fellows work at Hughes in the 
summer and study full·time during the 
regular academic year. 

The range of technical assignments 
available includes the option of the 
Engineering Rotation Program to dive'rsify 
your INork experience. 

Fellowship Story, An invitation to advance 
your education and your career - with 
assistance from a company that is advancing 
the frontiers of technology, Write yourself in. 

Fill out and mail the coupon, or write to: 
Hughes Aircraft Company, Corporate 
Fellowship Office, Dept. 104, Bldg. 
4006iW870, Culver City, California 90230. 

Creating a new wnrld with electronics 
r------------------, 
I I 

I UGH : 
I I L __________________ ~ 

HUGHES AIRCRAFT COMPANY 

Proof of U.S. Citizenship Required 
Equal Opportunity Employer 

• B ______ _ 

Hughes Aircraft Company, Corporate Fellowship Ollice, Dept.104, Bldg. 400S/W870, 
Culver City, California 90230. 

Please consider me a candidate for a Hughes Fellowship and send me the 
necessary information and materials. 

PLEASE PRINT: Name 

Address 

City State Zip 

I am interested in obtaining a ______ Master's ______ Engineerdegree ______ Doctorate 

in the field of: ___________________________________ _ 

DEGREES NOW HELD (OR EXPECTED) 

Bachelor's: Date ___________ Field ___________ School __________ _ 

Master's: Date ___________ Field ___________ School __________ _ 



I 
Join the automation revolution in advanced technology. APPLIED 
MATERIALS, a leader in the industry, is looking for engineers 
to build state-of-the-art automated semiconductor process 
equipment. 

The submicron VlSI Technology of the '1980's will require fully 
automated production equipment. The automated equipment 
will be required to remove wafers from the loading cassette and 
transport them to a process chamber, many times in a vacuum 
or at elevated temperatures, accurately position the wafers in 
jigs, retrieve the wafers at the end of the process and return them 
to the cassette. The equipment must do this with absolute 
reliability and cleanliness. 

We offer an exceptional compensation package, including 
cash profit sharing, in a highly visible environment. Please call 

m ng ) Or send your resume in 
confidence to her at Applied Materials, 118, Central 
Expressway, Clara, . An equal opportunity 
employer m/f/h/v. 
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