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Looking Back 
On the cover - a view of 
Caltech's first building on its 
present campus, both as it really 
looked and as its architects visual
ized it. Throop Hall, originally 
dedicated as Pasadena Hall on 
June 8, 1910, was paid for with 
money raised by the citizens of 
Pasadena, and it housed the entire 
institution until 1917. For more 
photos of the early look of 
Caltech, see "A Unified Vision," 
which begins on page 13. 

Second Sight 
While 
Charles 
Elachi 
doesn't 
claim sec
ond sight 
for himself, 
his research 
on the sens

ing of remote objects by radar has 
given him a remarkable glimpse of 
what lies beneath some surfaces. 
He has been leader of a group at 
JPL that built and employed the 
radar apparatus carried on the 
second flight of the space shuttle, 
and he has done considerable 
research on the theory of electro
magnetism. Last spring Elachi 
gave a Watson Lecture on some of 
the surprising results of all that 
looking down not only at but into 

the earth. "Seeing under the Sa
hara: Spaceborne Imaging Ra
dar," which begins on page 4, is 
adapted from that lecture. 

Elachi is a Caltech alumnus 
(MS '69, PhD '71), who is cur
rently a senior research scientist at 
JPL and a lecturer in electrical 
engineering on the campus. A 
native of Lebanon, he originally 
came to Pasadena from Grenoble, 
France, where he had received a 
BSc in physics at the University 
and an engineer's diploma at the 
Polytechnic Institute. 

Honorable Mention 
John Miles, who is professor of 
applied mechanics and geophysics 
and vice chancellor for academic 
affairs at UC San Diego, may 
have one of the most spectacular 
degree-earning records in Caltech 
alumni history. Five of them were 
awarded to him in three consecu
tive commencements - a BS in 
1942, two MS's in 1943, and an 
Engineer's degree and a PhD in 
1944. From 1945 until 1961 he 
was on the faculty at UCLA. 
Then - after three years as pro
fessor of applied mathematics at 
the Institute of Advanced Studies 
of the Australian National Univer
sity - he returned to the United 
States and UC San Diego. 

Miles has had a distinguished 
care,er. He is a member of a num
ber of professional and honorary 
organizations, including the Na
tional Academy of Sciences; and 
the American Society of Mechani
cal Engineers awarded him its 
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prestigious Timoshenko Medal for 
1982. "An Applied Mathemati
cian's Apology," which begins on 
page 9, was Miles's speech on that 
occasion. 

Thinking about Sight 
David Van 
Essen, 
associate 
professor of 
biology, 
received his 
BS at 
Caltech in 
1967 and 

then went away for nine years, 
returning as a faculty member in 
1976. In the interim he got a PhD 
at Harvard in 1911 and then went 
abroad for further study at the 
University of Oslo in Norway and 
at University College in London. 

Van Essen is interested in dis
covering the ways visual informa
tion, transmitted from the eyes, is 
processed in higher centers of the 
monkey's brain, and he has be
come an expert in the field. It is a 
field with great potential for use
ful application to human prob
lems. Knowledge of the function 
of the many anatomically distinct 
visual areas located in the cerebral 
cortex can, for example, provide 
valuable insights about the capaci
ties for visual perception and 
recognition shared by monkeys 
and humans. "Insight into Sight," 
which begins on page 16, is 
adapted from several lectures Van 
Essen has recently given on his 
specialty. 
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~~Six years ago I was reading the ads 
looking for a career. 
Air Products'no-nonsense approach 
W"as what sold Dle~ Steve Satrom, 

Almost everyone was promising 
the same things. Early responsi
bility. Rapid advancement. 
Interesting assignments. Excellent 
money. Recruitment ads were full 
of self-congratulations and pie-in
the-sky. 

Air Products' professional 
approach was a breath of fresh air. 
They mean what they say 
about receiving responsi
bility quickly. 
Air Products' Career Development 
Program has been fast-tracking 
engineers for over twenty years. 
And it will continue to do so. It 
recruited me. And I was given 
project responsibility almost from 
day one. 

Each individual moves on a path 
through the company, calculated to 
provide maximum exposure in the 

Senior Project Manager, 
Process Systems Group. 

shortest possible time. It's definite
ly not an ordinary training program. 
More like a sampler of the kinds 
of experience the company offers 
in order to provide a growth base 
for both functional and general 
management skills. With the actual 
choice of career path resting largely 
on the shoulders of each individual 
in the program. 
Just being an engineer isn't 
good enough. 
Our future is based on the people 
we hire today. The responsibilities 
they carry aren't for lightweights 
or shrinking violets. We need only 
the best academieaIly. And those 
who really want to get involved. 
A barebones look at our 
Company. 
We're a 1.6 billion dollar company. 
Five times as large as ten years 
ago. Small enough for your con
tribution to count. Big enough to 
have room for you as you grow. 

Both here and abroad, our sales 
in industrial gases, chemicals, 
equipment and engineering ser
vices keep us in the forefront of 
today's technologies. With a keen 
eye for tomorrow's. 

We're going to double our sales 
in the next five years, so we're 
serious when we say you can en
hance our future. If you would like 
to grow with us, see your place
ment officer today. Or, write 
directly to our College Relations 
Department. 

Air Products and Chemicals, Inc., 
Box 538, Allentown, PA 18105 

©1981'Air Products and Chemicals,Inc. 



The Travel Program Of 

Alumni Flights Abroad 
This is a private travel program especially planned for the alumni of Harvard, Yale, Princeton and certain other 
distinguished universities. Designed for the educated and intelligent traveler, it is specifically planned for the person 
who might normally prefer to travel independently, visiting distant lands and regions where it is advantageous to travel 
as a group. The itineraries follow a carefully planned pace which offers a more comprehensive and rewarding manner of 
travel, and the programs include great civilizations, beautiful scenery and important sights in diverse and interesting 
portions of the world: 

TREASURES OF ANTIQUITY: The treasures of classical antiquity in Greece and Asia Minor and the Aegean Isles, 
from the actual ruins of Troy and the capital of the Hittites at Hattusas to the great city-states such as Athens and Sparta 
and to cities conquered by Alexander the Great (16 to 38 days). VAILEY OF THE NILE: An unusually careful survey 
of ancient Egypt that unfolds the art, the history and the achievements of one of the most remarkable civilizations the 
world has ever known (19 days). MEDITERRANEAN ODYSSEY- The sites of antiquity in the western Mediterra
nean, from Carthage and the Roman cities of North Mrica to the surprising ancient Greek ruins on the island of Sicily, 
together with the island of Malta (23 days). 

EXPEDITION TO NEW GUINEA: The primitive stone-age culture of Papua-New Guinea, from the spectacular 
Highlands to the tribes of the Sepik River and the Karawari, as well as the Baining tribes on the island of New Britain 
(22 days). The SOUTH PACIFIC: a magnificent journey through the "down under" world of New Zealand and 
Australia, including the Southern Alps, the New Zealand Fiords, Tasmania, the Great Barrier Reef, the Australian Out
back, and a host of other sights. 28 days, plus optional visits to South Seas islands such as Fiji and Tahiti. 

INDIA, CENTRAL ASIA AND THE HIMALAYAS: The romantic world of the Moghul Empire and a far-reaching 
group of sights, ranging from the Khyber Pass and the Taj Mahal to lavish forts and palaces and the snow-capped 
Himalayas of Kashmir and Nepal (26 or 31 days). SOUTH OF BOMBAY- The unique and different world of south 
India and Sri Lanka (Ceylon) that offers ancient civilizations and works of art, palaces and celebrated temples, historic 
cities, and magnifice~t beaches and lush tropical lagoons and canals (23 or 31 days). 

THE ORIENT: The serene beauty of ancient and modern Japan explored in depth, together with the classic sights and 
civilizations of southeast Asia (30 days). BEYOND THEjAVA SEA: A different perspective of Asia, from headhunter 
villages in the jungle of Borneo and Batak tribal villages in Sumatra to the ancient civilizations of Ceylon and the 
thousand-year-old temples of central Java (34 days). 

EAST AFRICA AND THE SEYCHEllES: A superb program of safaris in the great wilderness areas of Kenya and Tan
zania and with the beautiful scenery and unusual birds and vegetation of the islands of the Seychelles (14 to 32 days). 

DISCOVERIES IN THE SOUTH: An unusual program that offers cruising among the islands of the Galapagos, the 
jungle of the Amazon, and astonishing ancient civilizations of the Andes and the southern desert of Peru (12 to 36 days), 
and SOUTH AMERICA, which covers the continent from the ancient sites and Spanish colonial cities of the Andes to 
Buenos Aires, the spectacular 19uassu Falls, Rio de Janeiro, and the futuristic city of Brasilia (23 days). 

In addition to these far-reaching surveys, there is a special program entitled "EUROPE REVISITED, "which is design
ed to offer a new perspective for those who have already visited Europe in the past and who are already familiar with the 
major cities such as London, Paris and Rome. Included are medieval and Roman sites and the civilizations, cuisine and 
vineyards of BURGUNDY AND PROVENCE; medieval towns and cities, ancient abbeys in the Pyrenees and the 
astonishing prehistoric cave art of SOUTHWEST FRANCE; the heritage of NORTHERN ITALY, with Milan, Lake 
Como, Verona, Mantua, Vicenza, the villas of Palladio, Padua, Bologna, Ravenna and Venice; a survey of the works of 
Rembrandt, Rubens, Van Dyck, Vermeer, Brueghel and other old masters, together with historic towns and cities in 
HOLLAND AND FLANDERS: and a series of unusual journeys to the heritage of WALES, SCOTLAND AND 
ENGLAND. 

Prices range from $2,225 to $ 5,895. Fully descriptive brochures are available, giving the itineraries in complete detail. For 
further information, please contact: 

Alumni Flights Abroad 
Dept. CT 4 

White Plains Plaza, One North Broadway 
White Plains, New York 10601 



Seeing under the Sahara: 
Spaceborne Imaging Radar 

From "Radar Images of the Earth from 
Space" by Charles Elachi. Copyright 

December 1982 by Scientific American, 
Inc. All rights reserved. 

IMAGE SWATH 
(50 KjOMETERS) 

by Charles Elachi 

OUR EYES are sensitive to only a very narrow 
band of the electromagnetic spectrum. But 

in the last few years instruments launched into 
orbit around the earth have been viewing the 
earth at wavelengths beyond the visible and 
providing some richly detailed and often sur
prising images of the earth's surface, because 
the waves in different parts of the electro
magnetic spectrum have differ~nt properties 
that determine what the instrument will "see." 
Landsat sensors operate in the visible and near 
infrared, while Seas at and the space shuttle 
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The Shuttle Imaging Radar (SIR-A) synthesized a I5-kilometer-long antenna by 
using the shuttle's motion along its flight path to put its IO-meter antenna in a 
series oj locations and by then combining the signals coherently. The 
two-dimensional radar image is resolved by measuring its range (how long it takes 
the echo oj the microwave pulse to return to the sensor) and its azimuth 
(determined by the. Doppler shift, or change in Jrequency due to the relative 
motion oj spacecraJt and target), 
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Columbia have carried imaging radars, which 
"see" beyond the far infrared with the still 
longer microwaves. The Shuttle Imaging Radar 
(SIR-A) on Columbia sent back some particu
larly startling images of southern Egypt, reveal
ing an unknown geomorphology buried beneath 
the eastern Sahara Desert - ancient river val
leys and dry stream beds indicative of a much 
different past climate. 

A radar instrument sends out microwave 
pulses that bounce off a target and echo back. 
In one dimension, the imaged scene can be 
resolved by measuring how long it takes the 
echo to return to the sensor. Doppler shifts of 
the echoes, the change to higher or lower fre
quencies, determine the resolution in the other 
dimension. So if we process and analyze all the 
information (time delay and spectral content) in 
the signals, we end up with a two-dimensional 
image. Differences in the radar backscatter are 
a function of the slope and roughness of the 
target and of its electrical properties. Radar 
waves are attenuated by the electrical properties 
of moist soil, but very dry sand would theoreti~ 
cally let the radar signal pass through a sand 
cover. In the eastern Sahara where it rains only 
about every 50 years, the sand is about as dry 
as soil can get,and the radar waves could probe 
through a sand layer a few meters thick. 

The resolution of an image depends on the 
ratio of the operating wavelength to the size of 
the sensor aperture or, in the case of radar, the 
length of the antenna. Since the wavelength of 
microwaves is several orders of magnitude 
greater than that of light (SIR-A's signal had a 
24-centimeter wavelength), the antenna neces
sary for adequate resolution in imaging would 
have to be enormous. This problem has been 
solved in much the same way that radio as
tronomers with very long baseline interferome
try (VLBI) create an antenna with a baseline of 



many thousand kilometers by combining the 
signals from an array of antennas in different 
locations around the world. In what is called 
synthetic aperture radar we don't actually use 
art array of antennas but rather take advantage 
of the fact that the antenna is moving, using the 
motion of the satellite to put the antenna in 
different locations and then combining the 
signals coherently, thus synthesizing a long 
aperture. The signal from the antenna in one 
position on the flight path is added to the signal 
from the next position on the flight path and so 
on a couple of thousand times. So even though 
our antenna for the first Shuttle Imaging Radar 
was only 10 meters long, we actually had an 
antenna effectively 15 kilometers long. 

Because the shuttle could travel 15 kilome
ters in two seconds, we had to have stable 
clocks to be able to combine all the information 
precisely. We also needed a powerful computer 
to coherently add together the hundreds of 
millions of bits per second from the radar 
echoes to generate an image. Since the fastest 
computer available is still too slow to handle 
this rate of data processing in real time, we used 
optical holographic techniques in SIR-A to 
combine all the signals and generate the radar 
images. 

SIR-A flew on the second shuttle flight in 
November 1981, the first one to carry a scien
tific paylo;:td. When we picked up the film after 
the landing and took it back to JPL, everyone 
on,the project stayed up all night working -
developing the original film, processing it on an 
optical correlator, and developing the resulting 
film to get the image. At 6 a.m., when the first 
one emerged successfully (it was over Austra
lia), we had a big champagne celebration. 

We had collected a large amount of data on 
the morphology of many regions around the 
earth; we imaged in 50-kilometer-wide swaths a 

Medilerroneon 

total of about 10 million square kilometers 
around the world, about the area of the United 
States. So it took us several months to develop 
all the film, which was more than 1000 meters 
long and weighed 20 kilograms. We developed it 
in pieces, and the Egypt piece was somewhere 
in the middle. We finally got to it two months. 
after the mission because we weren't expecting 
anything particularly exciting from it. Even 

The shuttle's path across the 
eastern Sahara is indicated by 
the dotted line originating in 
the lower left corner of the 
map. The box marked 1 
represents the location of the 
SIR-A image below, which is 
compared with a Landsat image 
of the same area (bottom). At 
lower right in the radar image, 
channels can be seen that are 
practically invisible in the 
corresponding Landsat view. 
The box marked 2 on the map 
is the location of the images on 
page 8. 
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Although there are no roads in 
the Arabian Desert, trucks 

could drive easily across the 
sand ''pavement.'' 

(Near right) The author, 
standing at right, poses for a 

desert portrait with some of the 
Egyptian workers. (Center) The 

sign on the camp tent warns 
people to keep off the grass. 
(Far right) Artifacts, such as 

this arrowhead, from 100,000 
to 200,000 years old, were 
found lying on the desert 

surface. 

though we knew that penetration through sand 
was theoretically possible, we weren't looking 
for it. This was a discovery purely by chance. 

Our first reaction when we saw the drainage 
channels and valleys on the image was that we 
had the wrong track, that it was somewhere 
else, not the Egypt-Sudan border. One of the 
ten investigators on the team, Carol Breed, a 
geologist with the United States Geological 
Survey in Flagstaff, studies sand dunes and 
deserts all over the world. She had just returned 
from that area two months before the shuttle 
flight and swore there was no indication of such 
channels on the surface; she suggested that we 
might be penetrating the surface sand cover. 

We rechecked our coverage and verified that 
the image was indeed over southern Egypt. It 
was kind of a slow process convincing ourselves 
that the radar had indeed penetrated the sand, 
but as soon as we realized it, we did some quick 
calculations and found that theoretically we 
really could be penetrating 2 to 6 meters. When 
we realized that we were seeing below the sur
face, we knew that it was a major discovery for 
the whole field of earth remote sensing. But the 
USGS co-investigators and I, as the principal 
investigator on the experiment, wanted to make 
sure it was really true. Not only were we curious 
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from a geological standpoint, but our reputa
tions were at stake. So we planned an expedi
tion to Egypt to actually follow the same path 
as the shuttle to verify whether and how far we 
were seeing below the sand. 

Seven scientists joined the expedition in Sep
tember 1982: four geologists from USGS, an 
anthropologist from the University of Pennsyl
vania, and Ronald Blom and myself from JPL. 
The Egyptian Geological Survey organized the 
whole expedition - six jeeps, two trucks, tents, 
food, water, and everything we would need for 
two weeks in one of the most barren and deso
late places on earth. 

We flew from Cairo to Kharga, an oasis of 
about 10,000 people, which was the closest we 
could fly to the Selima Sand Sheet, part of the 
Arbain Desert (which, in turn, is part of the 
Eastern Sahara) straddling the border of Egypt 
and the Sudan. Then we had to drive, starting 
at 10 a.m. and arriving at midnight. There were 
no roads, but we could drive 60 mph on the 
sand because the surface is covered with a thin 
pavement of pebbles. This very fine, dry sand 
has accumulated over several thousand years, 
blown down by the prevailing winds from the 
Great Sand Sea to the north, and the top layer 
of pebbles formed a sort of pavement that 



doesn't blow into the air even in a high wind. 
The Arbain Desert is totally uninhabited. It's 
basically featureless, and the few rocky out
crops look much like the Viking Landers' close
up views of Mars. During the,entire ride we 
didn't see a single piece of grass or anything 
green. Compared to this, the Mojave Desert is a 
lush garden. The aridity scale of this region is 
200; that means that the capacity of the sun to 
evaporate moisture is 200 times greater than the 
amount of moisture coming from rain or con
densation. In comparison, Death Valley has an 
aridity factor of 7. 

Life in a scientific camp in the middle of 
such a desert was not as bad as you might 
think. Our Egyptian support crew put up all 
our tents and even made up our beds. It was 
almost as good as home. We also had a cook, 
but the food wasn't quite like home. The area 
was so dry that by the second day all the mois
ture had been sucked out of the pita bread, and 
for the next two weeks we ate pita crackers. 

Our diet staple was duck; every night we had 
duck soup and then duck for dinner. The ducks 
stayed with our cook in the kitchen tent, where 
he also slept. We asked him how he picked a 
particular duck for that night's meal, and he 
told us that he chopped the head off the noisiest 
one that had kept him awake the previous 
night. After a couple of days the ducks got very 
quiet. We were really tired of duck by the time 
we got back to Kharga two weeks later at the 
end of the expedition and were eager for a steak 
or at least something different. But the only 
restaurant in town had only one item on the 
menu each night. I'm sure you can guess what 
it was that night. 

In two weeks of ducks and digging we did 
find what we were looking for - evidence that 
the shuttle radar had indeed seen through the 
sand surface. A dozen Egyptian workers came 
with us to dig. For awhile they thought we had 
gone crazy from the sun, going out into the 
middle of nowhere and asking them to dig. 
After they dug these holes, they would see us all 

taking notes and photographs, and then we 
would go on to the next place and start all over 
again. Fortunately I know Arabic and could 
explain to them what we were doing. 

It took us a while to accurately locate our
selves when all we could see was sand all over 
the place. We went to several places where we 
had seen interesting features on our radar im
ages, and we must have dug about 40 holes. 
The sand depths in the holes ranged from 0.8 
meters to 2.5 meters. In one area the thing we 
were looking for was the same white limestone 
that is exposed in a major plateau emerging 
from the sand to the east of this area, closer to 
the Nile Valley. In the radar image the exposed 
limestone looks very bright because it is a rough 
surface. The sand surface, which is perfectly 
smooth, should appear dark on the radar, but 
instead it looks just as bright as the exposed 
limestone. When our Egyptian workers dug 
through the sand, they did hit limestone. This 
convinced us that the radar was reflecting off 
the limestone bedrock beneath the sand. 

We also found hundreds of human artifacts, 
such as arrowheads and hand axes, just lying 
on the surface. We weren't the first to make this 
discovery. Anthropologists have been interested 
in the area for the last 30 years, puzzled as to 
how such an inhospitable climate could have 
supported a population. They had even found 
cave drawings of domesticated animals. The 
artifacts we found are from the Acheulian pe
riod - 100,000 to 200,000 years old - but 
ostrich eggshells found by us and previous expe
ditions have yielded carbon-dated ages as young 
as 6,000 years. This is very recent even on a 
human time scale; the pyramids, for example, 
were built in northern Egypt about 5,000 years 
ago. 

It is now generally thought that over the last 

Digging holes in the middle of 
nowhere (while the scientists 
photographed) made no sense 
to the Egyptians. 
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The SIR-A image (top) shows a 
region of drainages in the top 

right corner invisible to 
Landsat (bottom). These views 
are of the Arbain Desert at the 

site marked 2 on the map on 
page 5. 

200,000 years the climate has been changing 
back and forth from very arid desert to a some
what more savannah-like environment with 
vegetated areas. During the more hospitable 
periods, people and animals migrated from 
central eastern Africa up into the Sudan and 
Egypt. When it became arid again, all habita
tion ceased. Our discovery of the buried river 
valleys, some wider than the Nile, gives strong 
support to the hypothesis that the climate was 
indeed less arid in the past. 

Another puzzle that our discovery helps 
solve is why the area is so flat. Usually such 
flatness is the result of fluvial activity. There are 
dry stream channels running down a large pla
teau to the west of the Arbain Desert but then 
disappearing under the sand. Our verification 
of the continuation of those rivers has helped 
explain some of the geologic history of the 
region. 

By radar mapping the entire area, we hope 
to be able to explain much more of the geologic 
and hydrologic history of this desert region. A 
complete map could establish the locations of 
dry lakes and sites of likely ancient habitation, 
and uncover the evolution of the Nile and its 
tributaries and the drainage basins of northeast 
Africa. SIR-A was the first piece of scientific 
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hardware to come back from space on the shut
tle, and the same instrument, with a fair 
amount of modification and retitled SIR-B, will 
go up again on the shuttle in August 1984 to 
accomplish this task as well as investigate the 
radar penetration capability in other arid re
gions in China, South Africa, and Peru. 

About 10 percent of the earth's surface is 
arid enough to get some radar penetration be
low the surface. A region doesn't have to be as 
dryas the Sahara, as we had originally thought. 
(Actually, radar can see four kilometers thrdugh 
Antarctic ice to the bedrock below and has 
discovered Mayan canal systems buried in the 
Guatemalan jungles, but that's another story.) 
We looked up some older radar images made by 
Seasat in 1978 of the Mojave Desert, which, as 
I mentioned before, is a garden spot compared 
to southern Egypt. And we saw some surprising 
features that didn't appear on photographs -
dikes of harder rock extending beneath the 
alluvium. Recently a couple of team members 
went out to this particular site near Barstow 
and measured the depth of the alluvium at two 
meters, which is theoretically consistent with 
tests we had done with some of the drier sand 
from the Sahara (which, in theory, can be pene
trated as far as six meters). Before SIR-B goes 
up we plan to bury reflectors, which will show 
up very bright on the radar image, at various 
depths to see how far below the surface we can 
see them. 

A still more sophisticated instrument, SIR-C, 
has been proposed to fly in 1987. This one will 
send out signals at different frequencies, which 
will penetrate to different depths, and in a sense 
will be able to peel the different levels like an 
onion. 

Radar is not j"ust earth bound. In 1988 the 
Venus Radar Mapper mission will carry an 
instrument very similar to SIR-A to see through 
the total cloud cover of that planet and give us 
the first complete high-resolution map of its 
surface. Saturn's large moon Titan, as revealed 
in images sent back by Voyager, is also com
pletely surrounded by clouds. Discussions are 
currently taking place about sending a radar 
mission to Titan by the end of this decade. 

But it has been the technOlogy of the past 
20-30 years that has broadened our sight, allow
ing us to see beyond the small part of the elec
tromagnetic spectrum that evolution allotted us, 
into the ultraviolet, the infrared, and the micro
wave, giving us a more complete picture of 
what's happening around us, a more in-depth 
understanding of the features of our own planet 
and, eventually, others. 0 



An 
Applied Mathematician's 
Apology 

byJohn Mil(s 

I EXPECT that many of you will recognize my 
title as derived from G. H. Hardy's A Mathe

matician's Apology. But, whereas Hardy felt no 
need to define mathematician, the position is 
otherwise for an applied mathematician. Some 
mathematicians, I fear, might choose to borrow 
von Karman's definition of an aerodynamicist 
and define an applied mathematician as one 
who "assumes everything but the responsibil
ity." 

The appliedhlathematician, naturally, might 
prefer a more flattering description. To this 
task I am unequal, but I believe that the spirit 
of applied mathematics is admirably conveyed 
by Lord Rayleigh's statement [from the preface 
to the second edition of his Theory of Sound]: 

In the mathematical investigations I 
have usually employed such methods as 
present themselves naturally to a physicist. 
The pure mathematician will complain, and 
(it must be confessed) sometimes with jus
tice, of deficient rigor. But to this question 
there are two sides. For, however important 
it may be to maintain a uniformly high 
standard in pure mathematics, the physicist 
may occasionally do well to rest content 
with arguments which are fairly satisfactory 
and conclusive from his point of view. To 
his mind, exercised in a different order of 
ideas, the more severe procedure of the 
pure mathematician may appear not more 
but less demonstrative. 

Now it may be objected that Rayleigh was a 

physicist, not an applied mathematician. Such 
distinctions are difficult. I am told that a physi
cist and a mathematician once disagreed on 
whether the late John von Neumann was a 
physicist or a mathematician. The physicist 
suggested that they resolve their argument by 
putting the following problem to von 
Neumann: Two locomotives are approaching 
one another on the same track at a relative 
speed of 10 miles per hour. A deer bot-fly be
gins to fly back and forth between the locomo
tives at a constant speed of 100 miles per hour 
at a time when the locomotives are 5 miles 
apart. How far does the deer bot-fly fly before 
he is crushed between the two locomotives? 
Now the idea here, or at least the idea held by 
physicists, is that a mathematician naturally will 
calculate the general term for the fly's n'th 
passage and then sum the series - whence, 
after some considerable time, he will arrive at 
the answer. The physicist, on the other hand, 
supposedly remarks to himself that the elapsed 
time between start and finish is 5 miles divided 
by 10 miles per hour, or 112 hour, and hence 
comes up very quickly with the answer that the 
deer bot-fly must fly 50 miles. 

Well, our physicist put the question to von 
Neumann, and von Neumann answered in
stantly, "50 miles." The physicist started to 
exclaim, "Oh, Professor von Neumann, I am so 
glad to learn .... " "Oh, it was nothing," inter
rupted von Neumann. "I only had to sum a 
series! " 
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At this point, lest I be placed in the position 
of disbursing entomologically unsound infor
mation to a general audience, I think that an 
aside on the deer bot-fly may be in order. I 
therefore would like to exhibit what is perhaps 
both my shortest and my most widely read 
publication, a letter written to the Sydney 
Morning Herald on 21 January 1963. 

Sir, 
I refer to a recent series of letters in 

these columns ... commenting on the 
speed of the deer bot-fly. Claims that this 
insect, also known simply as the deer fly, 
could achieve speeds up to 818 miles per 
hour [mph] have been made repeatedly for 
over a quarter of a century. E.g., the Illus
trated London News, 1 January 1938, 
credited the female deer fly with a speed of 
614 mph and the male with 818 mph (this 
alleged advantage of the male, presumably 
in the interests of biological necessity, ap
pears to have been overlooked in other 
sources). Newsweek, November 15, 1954, 
stated, "Some naturalists claim that the 
little deer bot-flY, the fastest thing alive 
outside of winged man, can hit 400 mph." 
It would appear that, by 1954, llaturalists 
had become aware of the difficulties of 
supersonic flight. 

In fact, this question was dealt with 
decisively by Irving Langmuir, Nobel 
Laureate, in 1938 [Science, Vol. 87, pp. 
233-234, March 11, 1938]. Langmuir identi
fied the original source of such claims as 
Charles H. T. Townsend, who, writing in 
the Journal of the New York Entomological 
Society, stated that "on 12,000 foot sum
mits in New Mexico I have seen pass me at 
an incredible velocity what were certainly 
males of Cephenomyia. I could barely 
distinguish that something had passed -
only a brownish blur in the air of about the 
right size for these flies and without a sense 
of form. As closely as I can estimate, their 
speed must have approximated 400 yards 
per second." Dr. Townsend did not say how 
he identified the sex of the "brownish blur" 
and appears not to have realized that 400 
yards per second is equivalent to 818 
mph .... 

Langmuir, on the basis of reasonable 
assumptions, estimated that, to achieve a 
speed of 818 mph, a deer fly would have to 
consume 1.5 times his own weight of food 
each second; at 25 mph, the corresponding 
figure would be 5 percent of his weight per 
hour. Langmuir also estimated, on the basis 
of experiments, that a deer fly would ap
pear merely as a blur at 13 mph, would be 
barely visible at 26 mph, and would be 
wholly invisible at 64 mph. And, referring 
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to the statement that deer flies "strike one's 
bare skin with a very noticeable impact," he 
commented that if the speed were 818 mph 
"such a projectile would penetrate deeply 
into human flesh." He concluded that "a 
speed of25 miles per hour is a reasonable 
one for the deer fly, while 800 miles per 
hour is utterly impossible." 

I remain, Sir, 
Yours faithfully, 

To return to the problem of defining an ap
plied mathematician: The lines were not al\\iays 
drawn so sharply, either between physics and 
mathematics or between pure and applied 
mathematics. Indeed, applied mechanics as we 
know it today was largely the creation of Euler 
and the Bernoullis, and the vibrating string was 
the field on which such as Euler, Daniel Ber
noulli, D' Alembert, and Lagrange waged their 
celebrated battles on the nature of a solution to 
a partial differential equation. 

Von Karman, in his 1940 address to the 
ASME on "Mathematics from the Engineer's 
Viewpoint," called the 18th century the "heroic 
period" of mathematics and the 19th century 
the "era of codification." Mathematics in the 
18th century was largely, if not mainly, moti
vated by an understanding of the real, physical 
world. All of this had changed by the middle of 
the 19th century, at least on the Continent -
although we should not forget that Gauss, 
surely the greatest mathematician of that cen
tury, was not above applied mathematics. 

In England, this transition was delayed, and, 
as late as 1874, Maxwell declared: "There may 
be some mathematicians who pursue their 
studies entirely for their own sake. Most men, 
however, think that the chief use of mathe
matics is found in the interpretation of nature." 
And, if this seems too extreme, we have only to 
read the papers of Sir George Gabriel Stokes, 
the Lucasian Professor of Mathematics in the 
University of Cambridge through the end of the 
19th century. But then I suppose that most 
mathematicians would regard Stokes as a physi
cist. (As far as I know, no one ever asked him 
about the deer bot-fly and the locomotives.) 

I have, perhaps, dwelt too long on a bootless 
attempt to define an applied mathematician and 
should turn to what I originally promised - an 
apology for being one. This theme - of ex
plaining why one does what he does - has been 
dealt with by both Hardy and A. E. Housman. 
Hardy began his 1920 inaugural lecture as Pro
fessor of Mathematics at Oxford by saying: 

There is ohe method of meeting such a 
situation which is sometimes adopted with 



considerable success. The lecturer may set 
out to justify his existence by enlarging 
upon the overwhelming importance, both 
to his University and to the community in 
general, of the particular studies on which 
he is engaged. He may point'out how ridic
ulously inadequate is the recognition at 
present afforded to them; how urgent it is 
in the national interest that they should be 
largely and immediately re-endowed; and 
how immensely all of us would benefit were 
we to entrust him and his colleagues with a 
predominant voice in all questions of edu
cational administration. 

All of which sounds familiar today. 
Hardy returned to this theme some 20 years 

later, and, in A Mathematician'sApology, says: 

A man who sets out to justify his exis
tence and his activities has to distinguish 
two different questions. The first is whether 
the work which he does is worth doing; and 
the second is why he does it, whatever its 
value may be. The first question is often 
very difficult, and the answer very dis
couraging, but most people will find the 
second easy enough even then [and] the 
only answer which we need consider se
riously [is] I do what I do because it is the 
one and only thing that I can do at all well. 

And, as for the first question, whether the 
work he does is worth doing, Hardy concludes 
his Apology by saying: 

The case for my life, then, ... is this: 
that I have added something to knowledge, 
and helped others to add more; and that 
these somethings have a value which differs 
in degree only, and not in kind, from that 
of ... other artists, great or small, who 
have left some kind of memorial behind 
them. 

But, to Hardy at least, mathematical crea
tion had a special "character of permanence" 
which led him to declare: "Archimedes will be 
remembered when Aeschylus is forgotten, be
cause lan~uages die and mathematical ideas do 
not." 

C. P. Snow, referring to this eloquent state
ment, questioned whether mathematical fame 
w~s not a little too "anonymous" to be wholly 
satisfying and pointed out that the work of 
Aeschylus carries with it a much more coherent 
picture of the writer's personality than does that 
of Archimedes. Another friend of Hardy'S, 
when they were passing the Nelson column in 
Trafalgar Square, asked him whether, if he had 
a statue on a column in London, he would 
"prefer the column to be so high that the statue 

was invisible, or low enough for the features to 
be recognizable?" Hardy answered, "1 would 
choose the first alternative, Dr. Snow, presum
ably, the second." 

A. E. Housman, in his 1892 Introductory 
Lecture to the united Faculties of University 
College, London, attacks the question on a 
broader front. As he points out, 

Everyone has his favorite study, and he 
is therefore disposed to lay down, as the 
aim of learning in general, the aim which 
his favorite study seems specifically fitted to 
achieve, and the recognition of which as the 
aim of learning in general would increase 
the popularity of that study and the impor
tance of those who profess it. ... And 
accordingly we find that the aim of ac
quiring knowledge is differently defined by 
different people. In how many different 
ways, I do not know, but it will be suffi
cient . . . to consider the answers given by 
two great parties: the advocates of those 
sciences which have now succeeded in arro
gating to themselves the name of Science, 
and of those studies which call themselves 
by the title, perhaps equally arrogant, of 
Humane Letters. 

The partisans of Science define the aim 
of learning to be utility. I do not mean to 
say that any eminent man of science com
mits himself to this opinion; some of them 
have publicly and scornfully repudiated it, 
and all of them, I imagine, reject it in their 
hearts. But there is no denying that this is 
the view which makes Science popular. . . . 
And the popular view has the very distin
guished countenance of Mr. Herbert Spen
cer .... The following, for instance, is the 
method by which he [Spencer] endeavors to 
terrorise us into studying geology. We may, 
any of us, some day, take shares in a joint
stock company, and that company may 
engage in mining operations; and those 
operations may be directed to the discovery 
of coal; and for want of geological infor
mation the joint-stock company may go 
mining for coal under the old red sand
stone, where there is no coal; and then the 
mining operations will be fruitless, and the 
joint-stock company will come to grief, and 
where shall we be then? This is, indeed, to 
eat the bread of carefulness. After all, men 
have been known to complete their pilgrim
age through this vale of tears without tak
ing shares in a joint-stock company. But the 
true reply to Mr. Spencer's intimidations I 
imagine to be this: that the attempt to for
tify man's estate against all contingencies by 
such precautions as these is in the first place 
interminable and in the second place hope-
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less. As Sarpedon says to Glaucus in the 
Iliad, a hundred thousand fates stand close 
to us always, which none can flee and none 
avoid. The complexity of the universe is 
infinite, and the days of a man's life are 
threescore years and ten. 

Turning to the humanists, Housman tells us 
that: 

While the partisans of Science define the 
end of education as the useful, the partisans 
of the Humanities define it, more sublimely, 
as the good and the beautiful. We study, 
they say, not that we may earn a livelihood, 
but that we may transform and beautify 
our inner nature by culture. 

But he finds the partisans of the Humanities 
no more convincing than those of Science and 
concludes that: 

The two fancied aims of learning laid 
down by these two parties will not stand the 
test of examination .... And no wonder, 
for these are the fabrications of men anx
ious to impose their own favorite pursuits 
on others, or of men who are ill at ease in 
their conscience until they have invented 
some external justification for those pur
suits. The acquisition of knowledge needs 
no such justification .... Curiosity, the 
desire to know things as they are, is a crav
ing no less native to the being of man, no 
less universal through mankind, than the 
craving for food and drink. 

For knowledge ... is not merely a 
means of procuring good, but is good in 
itself simply: it is not a coin which we pay 
down to purchase happiness, but has happi
ness indissolubly bound up with it. 

Returning to my own apology, I want to 
make some general remarks on what an applied 
mathematician does and how he does it. It is 
customary, in the first place, to distinguish 
between the attitudes and activities of the ap
plied mathematician, on the one hand, and, say, 
the theoretical physicist on the other hand. In 
fact, as I have already said, this distinction is 
not a very sharp one - not nearly as sharp, for 
example, as the distinction between the applied 
mathematician and the pure mathematician. 

It is sometimes argued that the primary in
terest of the theoretical physicist is the discov
ery of new physical laws, whereas that of the 
applied mathematician is the description of 
physical phenomena in terms of known physical 
laws. Now, to some extent, this is true; the 
modern theoretical physicist works, for the 
most part, in areas where the so-called laws are 
less securely established, usually because they 
fail in certain critical predictions, whereas the 
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applied mathematician typically works in an 
area such as mechanics, where the basic frame
work goes back at least to Euler and Cauchy, if 
not to Newton. On the other hand; very few 
theoretical physicists are so fortunate as ac
tually to discover new laws, and the adequacy 
of the accepted laws of mechanics for the pre
diction of next winter's rainfall, let alone the 
next ice age, is still open to question. Neverthe
less, the foundations of fluid mechanics are 
pretty firm, and - even in areas where one 
expects them to break dowrt, as in describing 
shock waves of only a few mean-free paths in 
thickness - the Navier-Stokes equations have 
been spectacularly successful. So much so that 
David Gilbarg once remarked that "equations 
have often been successful beyond the limits of 
their original hypotheses, and indeed this type 
of success is one of the hallmarks of a great 
theory." 

This brings me to a theme that has, I believe, 
always been appreciated by both theoretical 
physicists and applied mathematicians but that 
has been espoused with special vigor by James 
Lighthill - namely, that the real issue for the 
applied mathematician is the interaction be
tween mathematical analysis imd physical ideas; 
and that, in particular, the primary job of the 
applied mathematician is the generation of new 
physical ideas through mathematical investiga
tions. As Truesdell and Toupin put it, in their 
Principles of Classical Mechanics and Field 
Theory, 

The developments must illumine the 
physical aspects of the theory, not necessar
ily in the narrower sense of prediction of 
numerical results for comparison with 
experimental measurement, but rather for 
the grasp and picture of the theory in rela
tion to experience. In this spirit do we pur
sue our subject, neither seeking nor avoid
ing mathematical complexity. 

I believe that the central idea which I have 
been trying to convey in these last remarks -
that mathematical analysis of physical problems 
frequently leads to physical ideas that become 
evident only after the formal analysis has been 
carried through - can best be expressed by 
another of von Karman's favorite aphorisms: 
"Mathematics is sometimes more intelligent 
than the people who use it!" 

In fact, I do not wish either to overvalue, or 
to undervalue, the role of mathematics iIi the 
understanding of nature. But I do say, quite 
unequivocally,· that it is with the understanding 
of nature that applied mathematics is primarily, 
if not wholly, concerned. 0 



In 1923, Bertram Goodhue 
presented this aerial perspective 
of the proposed campus viewed 
from the west. The huge central 
building was to be a library. 
Today's Millikan Library is not 
in that style, but it is in that 
location. 

A Unified Vision 
R ESULTS OF RESEARCH that goes on in offices, 

labs, and libraries on the Caltech campus 
usually surface initially in articles in scientific 
and engineering professional journals. But 
some recent research appeared in rather dif
ferent form from May through July as the Bax
ter Art Gallery show "Caltech 1910-1950: An 
Urban Architecture for Southern California." 
The show was made up of historical photo
graphs and documents, blueprints, and original 
architectural drawings (many from the more 
than a thousand such drawings on file at Physi
cal Plant), and it was accompanied by a 64-
page illustrated catalog. In the preface to the 
catalog, Jay BelloH, director of the gallery, 
discussed the philosophy behind both the 
campus buildings and the exhibit: 

The most important truth that Cal tech 
and the original Caltech campus teach is 
what can be accomplished by persons of 
vision .... And a campus of architectural 
excellence was considered a significant part 

If you had stood on the site of the future library in the early days of Caltech and 
looked west, you would have seen this view. The house in the distance was located on 
Wilson Avenue, and it now serves as an annex to Page House, with living quarters 
for seven to nine undergraduates. 
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This 1908 aerial perspective of 
Hunt and Grey's proposed 

campus shows Throop Hall as 
a focal point. Culbertson Hall, 

whose interior is shown at the 
right, was completed in 1922 

and t1m down in 1972 to make 
room for a new geology 

building. 

of the educational process, the quality of 
buildings and spaces intended to help stu
dents become aware of the importance of 
aesthetic appreciation. 

More simply, Caltech, as in its academic 
disciplines, hired some of the finest archi
tects available .to create the spaces in which 
the new institution would grow. The intelli
gence, complexity, and subtlety of the origi
nal architecture in some ways complements 
the quality of research, education, and 
scientific achievement that Caltech so 
quickly achieved. The somewhat classical 
view of education, and the sensitivity to 
historical precedents shown by the archi
tects, spoke of the transmission of cultural 
values and made it possible to conceive of a 
campus plan that took many years to 
realize. 

What is most encouraging about the 
development of Caltech and its architecture 
is the level of control the founders believed 
they possessed over their world and their 
destinies. The idea that a unified vision of 
exceptional achievement is possible, can be 
planned and executed over decades, and 
brought to fruition, is perhaps more diffi
cult to accept now than it was then. But the 
period of Caltech in which the original 
campus was developed gives great hope that 
such a complex and extraordinary achieve
ment is still within our grasp. 

The six major articles in the catalog are by 
scholars whose basic reference material from 
Caltech consisted of some 300 pages of letters, 
documents, minutes, clippings, and the like 
assembled from the Archives files by Alice 
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Stone, free-lance writer specializing in the his
tory of Pasadena. The resulting articles discuss 
the work of the principal architects for the early 
campus, the history of the Institute in relation 
to them and the buildings they designed, and 
the relationship of Caltech's architecture to its 
educational commitments and to southern Cali
fornia and American architecture. In order of 
appearance, the articles and their authors are: 
"Windows Back of a Dream" by Alice Stone 
and Judith Goodstein, Institute archivist and 
faculty associate in history; "Bertram 
Goodhue" by Richard Oliver, architect and 
professor of architecture at Columbia Univer
sity; "Gordon Kaufmann" by Joseph Giovan
nini, architectural and design writer for the 
New York Times; "Caltech and Southern Cali
fornia Architecture" by Alson Clark, head 
librarian for the Architecture and Fine Arts 

. Library and instructor in the history of archi
tecture at USC; "From Arcady to Anarchy: 
American College Architecture Between the 
Wars" by Helen Searing, Alice Pratt Brown 
Professor of Art at Smith College; and "The 
Caltech Campus in the Twentieth Century" by 
Stefanos Polyzoides and Peter de Bretteville, 
architects and professors of architecture at 
USC, who were also guest curators. 

The show is over now and the photographs 
and original drawings are back in their files, but 
we have reproduced some of the pictures on 
these pages. A few copies of the catalog and a 
four-color poster of the 1917 Goodhue perspec
tive of the campus are still for sale at Baxter 
Art Gallery on the campus. 0 -: IE 



From top to bottom, left, still another aerial perspective of the proposed 
campus - this one was done by Gordon Kaufmann about 1929 and 
depicts his vision of the east campus. A 1928 drawing of the west end of 
Kerckhoff Laboratories, which anchored the buildings on the north side 
of the Wilson Avenue Mall, now known as the Bechtel Mall. In the center 
left, this mall as the buildings neared completion in 1938. At the bottom, 
an aerial view of the campus as it actually looked in 1938, the Wilson Mall 
in the foreground, Throop Hall in the center, and the Athenaeum at the 
far end of the long axis. 

Caltech's "Old Dorm" (above) 
was removed from an earlier 
campus and relocated among 
the orange groves on the east 
side of Throop Hall. It served 
as a dormitory, coffee shop, 
and meeting place for Throop 
.Club for nearly 50 years. 
Below, one of the many beauti
ful architectural details given 
the campus by Gordon Kauf
mann. This is a door to one of 
the student houses. 
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Insight into Sight 

A view of the left hemisphere 
of the human brain as seen 
from the side. The cerebral 

cortex, with its numerous 
convolutions, is the dominant 
subdivision oj the brain and is 

responsible jor many of our 
higher mental junctions. 

"' A THAT HAPPENS within the brain as we look 
V V at the world around us? Is it possible to 

account for our visual perceptions in terms of 
the patterns of activity within the intricate liv
ing circuits of the brain? Scientists and philoso
phers alike have long been intrigued by such 
matters. In recent years research on the func
tion of the visual system has clarified many 
basic issues and begun to provide coherent 
answers to these questions. 

The impressive capacities of the human vi
sual system are evident in many seemingly rou
tine activities. For example, our ability to rec
ognize a face in a photograph is based on the 
rapid and precise analysis of information about 
light intensity at many different points. The 
sequence of events in this analysis is of such 
bewildering complexity that it is profitable to 
begin with the consideration of much simpler 
examples. When we lookat a single spot of 
light projected onto a screen, for instance, we 
can ask a number of basic but nonetheless use
ful questions: How is the light from the spot 
detected by the eye? How is the information 
encoded within the eye and sent back to the 
brain? To how many visual centers in the brain 
is it sent? How is it processed in each of those 
centers? Where does the actual percept of a 
spot arise? And how is the entire sequence dif
ferent if the spot is projected onto a different 
part of the screen? By starting with relatively 
simple questions that build up in levels of com
plexity, we can make considerable progress 
toward fathoming many interesting aspects of 
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brain function as it relates to vision. 
It is useful at the outset to comment briefly 

on the raw materials used for processing infor
mation within the nervous system. The human 
brain weighs about five pounds and is made·of 
rather soft and squishy biological materialS.' 
Superficially, it may not appear as imposing as 
one might expect for the most complicated 
device in the known universe. It is composed of 
an enormous number of fundamental subunits 
called nerve cells, or neurons. These are analo
gous to the transistors and other circuit ele
ments that make up computers and other elec
tronic devices. Each neuron has a cell body, 
which nourishes the cell and does various 
housekeeping chores, and it also has a collec
tion of fine branches, which are used for mak
ing the connections that are essential for its role 
in processing information. One set of branches 
called dendrites, are located close to the cell ' 
body and are used to receive input from other 
sources. Another branch, called the axon, pro
vides the output of the cell. The axon starts as a 
single long fiber that travels anywhere from a 
fraction of an inch up to several feet before 
branching profusely to contact the dendrites at 
its target cells. At these contact points are ex
quisitely precise little devices called synapses, 
which allow for the transmission of informa
tion from the axon, or output side, of one cell 
to the dendrites, or input side, of the next cell. 

There are approximately 100 billion nerve 
cells within the human brain. These cells typi
cally have thousands of synaptic inputs and 
thousands of synaptic outputs, so there are on 
the order of 100 trillion synapses in the brain -
truly a staggering number in comparison with 
the number of electrical connections in even the 
most powerful computer. Although the signals 
used by the brain are electrical in nature, their 
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A typical nerve cell. The regions dealing with inputs and 
outputs are well separatedjrom one another. 



activity does not involve electrons flowing 
through wires. Rather, electrical potentials 
(voltages) are generated across an extremely 
thin sheet, the cell membrane, that separates the 
inside from the outside of the cell. We can re
cord those signals with a micro electrode thatis 
either inserted into the inside of the cell or 
placed just outside the cell membrane. The 
signals that are picked up by the micro electrode 
can be amplified and sent to an oscilloscope, a 
device that simply displays voltage as a function 
of time. A single nerve impulse is about 0.1 volt 
in amplitude arid 0.001 second in duration. The 
size and shape of these impulses are constant; 
to transmit information, the cell changes the 
frequency at which the impulses are generated. 

Visual signals enter the brain through the 
eye, which works very much like a camera, with 
an optical apparatus in front (the cornea and 
lens) and a sensory or receiving surface in back 
(the retina). An object in the external world is 
focused by means of the lens so that a sharp 
image is formed on the retina. In a microscope 
the retina reveals itself as a highly complicated 
sheet of tissue, only 0.01 inch thick but consist
ing of many layers of cells stacked together. 
When light reaches the retina, it is absorbed by 
specialized cells, called photoreceptors, which 
are densely packed together in a single layer. In 
each eye there are about 100 million photore
ceptors of two basic types: rods, which are 
exquisitely sensitive to dim lights and are used 
for night vision, and cones, which are used for 
normal daytime vision. Cones come in three 
varieties that together provide the sense of color 
vision. 

An individual photoreceptor detects light 
and generates an electrical signal that indicates 
the amount of light absorbed at that particular 
spot on the retina. Each photoreceptor is pretty 
much oblivious to what is happening to its 
neighbors. This situation changes dramatically, 
however, by the time signals reach the output 
stage of the retina, which is a collection of cells 
called retinal ganglion cells. Each retinal gan
glion cell sends a single axon across the surface 
of the retina and out to the brain through a 
bundle called the optic nerve. Since there are 
oqly one million retinal ganglion cells to handle 
the information coming from the 100 million 
photoreceptors, there must be.a considerable 
convergence of information. This is handled in 
a clever fashion, by distributing retinal ganglion 
cells in a highly nonuniform manner. At the 
very back of the retina is aregion called the 
fovea, which corresponds to the center of gaze. 
In this small region each photoreceptor has a 
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Nerve fmpuise 

100,000,000 
Photoreceptors 

direct linkage to a single retinal ganglion cell, so 
that resolution of fine detail is preserved. Off to 
the side of the retina, the information from 
literally hundreds or thousands of photorecep
tors impinges onto each retinal ganglion cell. 
These cells in the periphery can detect the pres
ence of light quite well but cannot tell exactly 
which photoreceptor was illuminated. Visual 
acuity, therefore, is much lower in the region of 
peripheral vision. 

Retinal ganglion cells have another property 
that is even more important for understanding 
the kinds of transformations in information 
content that take place within the visual path
way. This feature was first discovered some 30 
years ago by Stephen Kuffler, one of the foun
ders of modern neurobiology, who studied the 
effects of different patterns of illumination on 
theretina. Kuffler found that the activity of 

Techniquefor recording the 
electrical activity of nerve cells. 
In the diagram shown here, a 
glass tube drawn to an ex
tremely fine tip and filled with 
a conducting solution is in
serted into the cell. The ampli
fier strengthens the signal 
coming from the microelec
trode and sends it to the 
oscilloscope, where it appears 
as a brief, stereotyped event. 

A schematic cross section of 
the eye. The retina is a thin 
sheet containing several types 
of nerve cell. These include 
photoreceptors, which convert 
light energy into electrical 
signals, and retinal ganglion 
cells, which process the visual 
signals and transmit informa
tion to the brain via the optic 
nerve. 
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any given retinal ganglion cell could be in
fluenced by illumination of a small region 
called the receptive field of the cell. The recep
tive field can be thought of as a region on the 
retina itself or, equivalently, as the correspond
ing region on the projection screen on which the 
eyes are focused and on which the visual stimuli 
are projected. The receptive field is not uniform 
in its organization, though, but rather is divided 
into concentric central and surround zones, 
which are antagonistic to one another. In one 
type of retinal ganglion cell, called an "on-cen
ter" cell, illumination of the center excites the 
cell and illumination of the surround inhibits its 
activity. In the other major type, the "off-cen
ter" cell, the arrangement is exactly the oppo
site, with light in the center inhibiting the cell 
and light in the surround exciting it. The most 
effective stimuli for on-center cells are spots 
and elongated slits of light, whereas the most 
effective stimuli for off-center cells are dark 
spots and bars. Neither type of cell responds to 
uniform illumination that covers the entire 
receptive field. Thus, the signals going back to 
the brain are arranged to emphasize regions of 
contrast in the visual field rather than absolute 
intensity. This makes a lot of sense when we 
consider that most of the useful information in 
our visual world is represented by contours that 
separate regions differing in brightness or color. 
When you look at a newspaper, for example, 
you are interested in analyzing regions of local 
light-dark contrast that represent printed 
words. You don't really care much whether you 
are reading in dim light or bright sunlight. 

With that background about what goes on 
within the eye, let us move on to higher visual 
centers. The output from each retina goes by 
way of the two optic nerves to a juncture called 
the optic chiasm, right along the midline of the 
brain. At the optic chiasm an important redis
tribution of retinal ganglion cell axons takes 
place. Beyond the chiasm each hemisphere re
ceives inputs from only the opposite half of the 
visual field, but it receives that information 
from both eyes. The retinal ganglion cell axons 
terminate in a relay structure named the lateral 
geniculate nucleus, which in turn sends its 
axons to the primary visual cortex. The primary 
visual cortex is the largest single subdivision of 
the cerebral cortex, which is itself the dominant 
structure of the brain. 

The cerebral cortex is responsible in large 
part for a wide variety of different functions, 
including the senses of vision, hearing and 
touch, the control of voluntary movements, 
and the ability to reason, calculate, and use 
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language and music. This rich diversity of func
. tions is all the more impressive in view of the 
structural uniformity of the cortex. It is a sheet 
of gray matter about 0.1 inch thick that forms 
the outer wrapping of each hemisphere. Under
neath the cortex is the white matter, composed 
of the axons of nerve cells whose cell bodies are 
in the gray matter of one region or another. The 
wrinkled appearance of the cortex is due to the 
numerous folds, or convolutions, that are 
characteristic of the brains of humans and other 
advanced mammals. These convolutions arise 
because the cortex is a sheet of limited thick
ness, which has increased rapidly in surface 
area during evolution and so has been crumpled 
or folded to get it to fit into a skull of limited 
dimensions. 

An important principle of cortical organiza
tion is that it is divided into many functionally 
distinct subdivisions, or cortical areas. The total 
number of areas and their exact layout varies 
considerably in different species. In my own 
laboratory we have chosen to study the ma
caque monkey, a close relative of the common 
rhesus monkey, because of its superb visual 
system, very much like our own in many 
respects. 

The task of identifying different cortical 
areas and determining their boundaries has 
been a major challenge to neuroscientists for 
more than a century. Fifteen years ago it was 
believed that there were only three or four cor
tical areas concerned with vision and even fewer 
areas concerned with other sensory modalities 
such as hearing and touch. This picture has 
now changed dramatically, thanks largely to the 
availability of new techniques for analyzing 
functional pathways within the brain. One espe
cially important procedure involves the injec
tion of special tracer substances into localized 
regions of the brain. One type of tracer is selec
tively transported from the cell bodies of 
neurons along their axons in the white matter to 
their synaptic terminations in various target 
areas. Another type of tracer is selectively 
transported in the reverse direction, from syn
aptic terminals back along the axons to the cell 
bodies, wherever they may be located. In either 
case, the final distribution of the tracers can be 
determined by appropriate treatment of histo
logical sections cut through the brain. 

Using these techniques along with other com
plementary procedures, scientists have learned a 
great deal about cortical organization in recent 
years. In my own laboratory we have discov
ered the existence of four previously unidenti
fied visual areas in the cortex of the macaque 



monkey. Related discoveries in other labora
tories have added to the number of identified 
cortical areas in the macaque as well as in a 
number of other laboratory animals. 

One way of documenting the location of 
different cortical areas is to paint them in dif" 
ferent colors on a scale model of the brain 
(right). This has the advantage of conveying the 
relationships that exist among areas in the in
tact brain. There are, however, problems with 
this format, particularly because it is difficult to 
see some of the smaller areas that lie within one 
or another of the deep cortical folds. In order 
to get around this difficulty we have developed 
a procedure for constructing unfolded, two-di" 
mensional maps that accurately represent the 
surface of the cortex (below). One can see in 
this figure that the entire posterior half of the 
cortex is visual in function, while much smaller 
regions are devoted to the senses of hearing and 
touch and to the control of body movements. 
About 30 cortical areas have been identified to 
date, of which a dozen are visual in function. 
There are still a number of relatively uncharted 
regions in which we can anticipate that addi
tional areas will be discovered. 

The primary visual cortex (visual area 1, or 
VI on the map) is a large area covering about 
one-sixth of the entire cerebral cortex, and it is 
the direct recipient of information relayed from 
the retina up through the lateral geniculate 
nucleus. This large sheet of cortex that makes 
up VI in one hemisphere must process informa
tion from the entire opposite half of the visual 
field. (Its counterpart in the other hemisphere 
takes care of the remaining half of the visual 
field.) Within this sheet there is an orderly rep
resentation of the visual field, with the center of 
gaze represented at one end and the periphery 
of the visual field at the other. Neighboring 
points in the visual field are represented as 
neighboring points on the cortical surface. At a 
more detailed level scientists have found that 
the cortex can be subdivided on anatomical and 
physiological grounds into a large number of 
distinct modules, about one millimeter on a 
side. Within each of these modules there are 
approximately 100,000 nerve cells, each of them 
looking out at one tiny region of visual space. 
Together, the cells in that module carry out a 
first-order analysis of what things of visual 
interest are in that region. 

In order to ascertain the nature of this first
order analysis, we can study the responses of 
simple neurons to a variety of visual stimuli. 
This approach, pioneered for the visual cortex 
by Nobel laureates David Hubel and Torsten 

Wiesel, has revealed a number of intriguing 
properties of cortical neurons. Most important 
is the fact that these cells are orientation selec
tive: They insist not only that a light/dark con
tour be present in a certain place in the visual 
field, but also that this contour be elongated in 
a particular orientation. Some cells detect the 
presence of vertical contours, others detect 
horizontal contours, and still others detect vari
ous oblique angles. Many of these cells are also 
able to signal information about other basic 
features, such as the color of a stimulus, its size 
and distance away, and its direction and speed 
of motion. 

After all the cells in VI have finished their 
analysis of the visual world, the partially pro
cessed information is distributed to the numer
ous higher visual areas for additional rounds of 

The author with a scale model 
oj a monkey's brain. The 
model is greatly enlarged jrom 
the original size oj the brain, 
which is only a jew inches long. 
Individual junctional subdivi
sions oj the cerebral cortex are 
indicated in various shades. 
The visual cortex is located at 
the rear oj the brain, where the 
author's right hand is placed. In 
his lejt hand is a section 
through the top oj the brain to 
show the white matter (painted 
black on the model). 

An unjolded, flattened map oj 
the monkey's cerebral cortex. 
The various visual areas in the 
cortex denoted by VI, V2, etc., 
are illustrated in a drawing oj 
the intact hemisphere (upper 
left) and again on the cortical 
map. Visual areas occupy about 
half oj the entire cerebral 
cortex, whereas considerably 
smaller regions are devoted to 
other junctional modalities oj 
hearing, touch, and motor 
control. The largest area, VI, is 
separated jrom neighboring 
cortex on the map by a cut, or 
artificial discontinuity, intro
duced to minimize distortions 
in the representation oj surjace 
area. 

SOMATOSENSORY 
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analysis. In order to understand what occurs at 
these higher levels, it is first necessary to know 
which visual areas receive direct input from VI 
and which receive their input indirectly, relayed 
through intermediate areas. It turns out that the 
pathways among cortical areas are quite com
plex, as each area has multiple sources of inputs 
and multiple outputs. Despite this complexity, 
we have recently found that there is a high de
gree of order within the system. Specifically, it 
is possible to arrange all of the visual areas into 
an overall hierarchical scheme, in which each 
area occupies a well-defined position in relation 
to other areas with which it is connected. This 
hierarchy is analogous to various schemes that 
are used to portray organizational relationships 
in certain human institutions, such as judicial 
and executive branches of government. In the 
visual pathway VI, not surprisingly, is at the 
bottom of the cortical hierarchy, and the visual 
areas in the temporal and parietal lobes are at 
the highest levels. 

In parallel with this progress in understand
ing the anatomical organization of the visual 
cortex, we have also begun to make headway in 
analyzing the functions of some of the higher 
visual areas. The emphasis in my laboratory has 
been on understanding the way in which infor
mation about form, color, and motion in the 
visual world is processed. We have found that 
there appear to be two distinct functional 
streams within the visual cortex, one concerned 
specifically with motion analysis and the other 
concerned with both form and color. 

The specialization for motion analysis is 
illustrated most clearly by considering area .MT. 
This is a small visual area buried deep within 
one of the cortical fields; it was originally dis
covered by John Allman, associate professor of 
biology at Caltech, in a different species of 
monkey. Nearly all the neurons in MT are selec
tive for the direction of stimulus motion; that 
is, they can tell whether an object is moving to 
the left, upward, or whatever. They are also 
specialized to determine how fast the object is 
moving, and whether the stimulus is close or far 
away. But these cells don't care at all about 
color or shape. These results suggest that area 
MT is concerned with analyzing movement in 
the visual field and telling the animal something 
about complex three-dimensional trajectories. 

This capability would, of course, be quite 
handy to a monkey catching a falling banana or 
to a human being catching a football or hitting 
a baseball. Such actions require rapid and pre
cise calculation of specific trajectories that we 
can react to in a split second. It is very conVen-

20 ENGINEERING & SCIENCE / SEPTEMBER 1983 

ient to have a system that can handle this with
out worrying for the moment about exactly 
what size or shape of object is approaching. 
The system for analyzing motion appears to 
start way down in the retina, involving a subset 
of retinal ganglion cells that are particularly 
sensitive to moving stimuli. These cells connect 
up to particular layers within the lateralgenicu
late nucleus. From there the information is 
transmitted to specific layers within Vi and 
then to MT. We are now interested in finding 
out what happens to these signals after they 
leave MT and reach still higher targets within 
the cortex. 

The cortex involved in analyzing form and 
color appears to be considerably more extensive 
than that for motion analysis. As was already 
pointed out, the output from Vi includes activ
ity in a large number of cells -that are responsive 
to local contours in the visual field, such as the 
margins of a face, or the eyes and nose within a 
face. We can imagine that the cells in area Vi 
look at these images in a piecemeal fashion, 
separately signaling a vertical contour here and 
a horizontal contour there, and so on. We know 
that subsequent stages take place in a number 
of areas, including areas V2, V 4, Vp, and the 
inferotemporal cortex (IT), whose locations are 
indicated on the cortical map. We do not yet 
know much about the nature of the higher level 
analysis that takes place in these areas; one 
attractive possibility, however, is that the piece
meal analysis carried out in Vi is reassembled 
in such a way that individual higher order 
neurons detect more complex patterns than just 
bars and edges. Neurons at intermediate levels, 
for example, might detect corners or contours 
with a particular curvature. Neurons at the 
highest levels might signal the presence of still 
more complex patterns, such as a nose, an en
tire face, or atree. On the other hand, it may 
well be that complex features in the visual 
world can only be signaled by coordinated ac
tivity within an ensemble of neurons and not 
just by a single cell. Now that we know which 
visual areas to explore, it may be possible to 
resolve within the forseeable future which of 
these general schemes accounts for our ability 
to recognize an infinite variety of forms and 
patterns. 

Our sense of color has always been a source 
of fascination to vision researchers. This is 
partly because color greatly enriches and 
enhances the beauty of our visual world, and· 
partly because of the availability of optical 
methods that give the experimentalist precise 
control over the spectral composition of stim-



uli. It has been known since the 19th century 
that color is encoded within the eye by three 
types of photoreceptors. One type, the blue 
cone, absorbs'light preferentially at short wave
lengths; another, the green con~, is most sensi
tive at intermediate wavelengths; and the third, 
the red cone, is most sensitive at long wave
lengths. Each type of cone absorbs light over a 
large portion of the spectrum, though, and our 
ability to distinguish subtle differences in hue is 
dependent on making comparisons among the 
degree of activation of each cone type. Such 
comparisons begin within the retina itself and 
are continued up at the level of the visual cor
tex. We have found that in the various areas 
concerned with form and pattern vision (specif
ically areas V2, V4, and VP), a majority of 
neurons are also selective for the color of visual 
stimuli (right). Thus, form and color appear to 
be processed together in the same visual areas 
and sometimes within the same neurons, 
whereas motion, as already discussed, is largely 
segregated into a separate functional stream. 

An interesting complexity in our sense of 
color vision has been pointed out by Edwin 
Land, inventor of the Polaroid Land camera. 
Last year in his Lauritsen lecture here at 
CaItech, Land demonstrated the remarkable 
ability of the human visual system to compen
sate for large changes in illumination and in the 
spectral content of the light coming to our eyes. 
Such compensatory interactions are important 
in our everyday ability to recognize the colors 
of natural objects despite the differences in 
illumination between, say, yellowish candlelight 
versus bluish fluorescent lights. The same phe
nomenon can be demonstrated by viewing a 
richly colored scene with and without color 
filters in front of the eyes. A yellow banana, for 
example, seen behind a red filter is still inter
preted as yellow in its reddish surroundings, 
even though the light coming from it is dis
tinctly orange when viewed in isolation. Al
though our ability to compensate for these 
changes in illumination is by no means perfect, 
it's still an impressive accomplishment. Pre
liminary studies' from other laboratories suggest 
that this compensation may take place at high 
levtfls of the visual pathway. Further studies are 
needed to determine whether this actually does 
occur, and, if so, what happens in terms of the 
specific neural circuitry. 

To summarize, we have seen that it is possi
ble to take a particular sensory system within 
the brain and follow the kinds of transforma
tions that occur as we go through many succes
sive stages of processing. In the future it will be 

'RED' cell 

BLUE ORANGE 

b" g A' .... 

RED WHITE 

possible to delve even farther into the system 
and understand a great deal more about the 
basic principles of visual perception. Eventually 
these studies on animal models will help us to 
understand the operation of the cerebral cortex 
in the human brain. We are still not in a posi
tion to accurately determine the precise localiza
tions of what may be a very large number of 
functional subdivisions in the human brain, as 
is now possible for the brains of other species. 
But we can expect that such discoveries will be 
aided by the recent development of powerful, 
noninvasive techniques for detecting activity in 
specific regions of the human brain. 

Here at Caltech we have more than a dozen 
research groups studying various aspects of the 
structure, function, chemistry, and development 
of the brain. These studies are carried out at 
several levels, from that of the molecular con
stituents of the brain, to assemblies of cells, to 
the behavior of the entire organism. The re
wards of these diverse and complementary ap
proaches will be more than purely intellectual in 
nature. Much of what we have learned and will 
yet learn will also have direct relevance to the 
ability to diagnose, understand, and treat a 
variety of diseases and disorders of the nervous 
system. As basic scientists we cannot say with 
certainty exactly which disease will be cured at 
which particular time, or which therapeutic 
product will be developed. Sooner or later, 
though, we can be confident of great progress 
that will have practical impact on improving 
and enri,ching our own lives. D 

Properties of a red-sensitive 
neuron in visual area VP. Below 
are histograms showing the 
response of the neuron to lights 
of different colors projected 
onto a screen facing the animal. 
The light was flashed on during 
the one-second period indicated 
by the horizontal bar. Only the 
red light provoked a large 
response from the cell, as 
indicated by the sharp peak in 
the histogram, which is a plot 
of instantaneous frequency of 
nerve impulses in the cell. Blue 
light and white light actually 
depressed the spontaneous 
background activity of the cell, 
and orange light produced only 
a weak response. The graph at 
the top shows the average 
response of the cell to these and 
other colored stimuli. 
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Research in Progress 

Hex Sign 

T HE REPEATED hexagonal design 
above would make a nice patchwork 

quilt. In fact, Tom Prince's wife, 
Charlene Reichert, is making a quilt out 
of it. But its primary function is as a 
mask for a coded aperture gamma ray 
camera. The hexagonal pattern forms 
the "code," which can be mathemati
cally unfolded to derive an image of a 
source of gamma rays. 

Prince, assistant professor of physics, 
designed the array for what he describes 
as a "very fancy pinhole camera." Nor
mal telescope lenses and mirrors will not 
do for gamma ray astronomy, which 
operates in the very energetic region of 
the electromagnetic spectrum beyond x 
rays, between 30,000 and 10 million 
electron volts (photons of visible light 
have energies between 1.5 and 3.5 elec
tron volts). 

If scientists in this relatively new field 
can devise clever enough techniques to 
detect gamma rays, these high-energy 
photons will undoubtedly provide im
portant information about a number of 
astrophysical phenomena such as su
pernovas, particle acceleration, neutron 
stars, dust grains, and processes at the 
galactic center, where electrons and 
positrons are annihilating each other and 
producing gamma rays. For example, 
gamma ray astronomers are interested in 
what gamma rays may reveal about 
nucleosynthesis - how heavier ele
ments, whose newly formed nuclei 
would be radioactive and emit gamma 
rays, are generated from a supernova 
explosion. 

Even a supernova explosion, how
ever, does not dispatch gamma rays to 
the earth in sufficient numbers for them 
to be captured by a simple pinhole cam
era with a single hole. So Prince's "fan
cier" version has many holes. Because 
the numerous holes cast many overlap
ping images, they have to be arranged in 
a particular pattern, which allows the 
image to be unscrambled. Prince and 
co-workers have developed a whole 
family of geometric patterns for the 
mask, called "rotating hexagonal uni
formly redundant arrays," based on 
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mathematically complex arrangements 
of cells. These patterns are designed to 
cast maximally different shadow pat
terns from sources in different direc
tions. In addition, while an image is 
being made, the entire mask is rotating 
to provide an additional time-dependent 
coding of the image besides the spatial 
coding of the mask pattern. 

The shadow pattern from the mask is 
cast onto a detector - an Anger cam
era, which is widely used in medicine for 
detecting the presence of radioactive 
isotopes. When gamma rays pass 
through the holes in the mask, they 
strike the sodium iodide crystal of the 
Anger camera, producing light, which is 
then amplified by 19 photomultiplier 
tubes. A computer, which knows the 
code of the apertures, then unscrambles, 
analyzes, and produces the image. 

Caltech's involvement in gamma ray 
astronomy has been fostered by Prince, 
together with cosmic ray scientists 
Rochus Vogt, provost of the Institute, 
and Edward Stone, chairman of the 
Division of Physics, Mathematics and 
Astronomy. The gamma ray astronomy 
group, which also includes grad students 
Mark Finger and Chris Starr, staff scien
tists Alan Cummings and Rick Cook, 
and technical manager Bill Althouse, has 
recently tested a somewhat smaller pro
totype of their instrument in the labora-

tory with low-energy (122 kev) gamma 
rays. In about a year they hope to 
launch a full-scale gamma ray telescope 
in a balloon to carry it to an altitude 
favorable for intercepting gamma rays. 
The telescope, weighing well over a ton, 
must be accurately pointed while sus
pended on a long tether from a spinning 
balloon. This requires a special pointing 
platform which uses computer-con
trolled motors to counteract the balloon 
rotation. In addition, the telescope must 
be shielded from the earth, because our 
own atmosphere is itself very bright in 
gamma rays caused by interacting cos
mic rays. 

The coded aperture camera has great 
promise for gamma ray astronomy 
because it promises particularly high 
angular resolution, more than ten times 
better than past instruments and better, 
in fact, than the instrument already 
scheduled to be launched in NASA's 
Gamma Ray Observatory satellite later 
in the decade. The Caltech group also 
hopes to have an opportunity to send its 
instrument into space eventually, since 
balloon flights provide only limited 
observation time. A telescope of this 
type carried on board the space shuttle 
or mounted on a future space platform 
would be a powerful instrument for 
detecting and locating weak cosmic 
gamma ray sources. D - JD 



Budget Politics 

SQUABBLING over the federal budget is 
an annual rite in Congress and be

tween Congress and the president. Con
flicts over who gets what have been 
particularly noticeable lately because of 
strong partisan divisions in Washington. 
Rod Kiewiet, associate professor of 
political science, doesn't really care who 
gets what but is interested in discovering 
the factors that influence the federal 
budget appropriations process and in 
being able to predict for any given year 
how much a government agency will get 
to spend. 

Earlier studies have already looked at 
this process, but they came up with what 
Kiewiet considers boring conclusions 
that really don't explain anything at all. 
Most of the studies have concluded that 
the final appropriation is merely a func
tion of what the president asks for. They 
consider the federal budget a self-con
tained process that inches inexorably 
upward, immune to changes from out
side factors. Kiewiet dismisses these 
notions as the result of inadequate statis
tical work and poor interpretation. 
Along with Matthew McCubbins, PhD 
'83, and now assistant professor of 
political science at the University of 
Texas at Austin, he set out to develop a 
statistical model of the appropriations 
process that would have some reason
able theoretic and predictive value. 

For one thing, earlier studies didn't 
correct for inflation; McCubbins and 
Kiewiet's model deflates budgets into 
real dollars. Also, instead of looking at 
raw dollar amounts, they concerned 

Federal budget appropriations over 30 years 
for the Soil Conservation Service look very 
different when viewed in nominal 

themselves with the percentage change in 
an agency's budget compared to the 
previous year. Kiewiet sees this as the 
real budget battleground, since the per
centage change in real terms is what 
determines whether an agency will be 
able to carry out new policies or will 
have to cut back. And the changes are 
what congressmen look at, line by line, 
when making their decisions. 

Kiewiet and McCubbins are analyz
ing time series data (from 1947 to 1979) 
on 37 government agencies - a diverse 
set ranging from the FBI and the Office 
of Education to the Geological Survey 
and the Soil Conservation Service. They 
are not dealing with defense agencies 
because the ups and downs of defense 
spending, as well as of social spending 
(the lion's share of which is entitlement 
programs) are the product of broader 
trends in budgetary fiscal policy. 

Unlike earlier studies, the Caltech 
research, which was the first to examine 
factors external to the budgetary process 
in a multivariate model, shows that these 
factors do affect how much the govern
ment spends. For instance, the state of 
the economy (things like rates of infla
tion and unemployment) even influences 
different agencies in different ways. 
When the two political scientists divided 
the agencies into two groups - standard 
line agencies, such as the Bureau of the 
Mint and the National Bureau of Stan
dards, and what they called consti
tuency-oriented agencies, which deliver 
benefits to clearly identifiable groups of 
people - it turned out that unemploy
ment, but not inflation, affected the two 
groups differently. Budgets of the consti
tuency-oriented agencies, in particular 
the public works agencies - the Corps 
of Engineers, Bureau of Reclamation, 
and so on - grew at a much greater rate 
during periods of high unemployment. It 
appears, then, that Congress really does 
use public works to give people work. 

dollar amounts (left), corrected for 
inflation (center), and expressed as a per
centage change in constant dollars 

Whether or not it's an election year 
also matters to agency budgets, accord
ing to the Caltech study. Congress is 
more generous in an election year - not 
much, but a little. The partisan makeup 
of Congress, on the other hand, matters 
a lot. Budgets are one area where party 
differences are undeniably important, 
according to Kiewiet. The more Demo
crats there are in Congress, the larger 
the agencies' growth rates. Democratic 
presidents submit bigger budgets too. 

Kiewiet and McCubbins want their 
two-equation model, which uses the 
statistical technique of two-stage least 
squares, to predict simultaneously both 
what the president will ask for and what 
Congress will give him. And while some 
factors affect both, others influence only 
one side of the equation or the other. 
For example, preliminary testing indi
cates that the president's budget is af
fected by wartime. Korea and Vietnam, 
which occurred within the scope of the 
study, had similar effects of lowering 
presidential requests for agency funds. 
The effect of Vietnam can be seen most 
dramatically during the Johnson years, 
when all the factors should have favored 
government growth. Kiewiet's figures 
indicate that agencies would have grown 
at a 5-6 percent faster rate than they 
actually did, if the Vietnam war had not 
occurred. 

Another variable they are currently 
testing is the internal structure of Con
gress, not the new budget procedures 
introduced in 1975, which are largely 
considered to be window dressing, but 
rather the growth in the number of 
subcommittees since World War II and 
the consequent diffusion of power. 
Kiewiet suspects that this institutional 
change could easily generate pressure to 
be more generous to everyone's pet 
agencies, with the end result that "it's a 
bigger log that gets rolled down the 
road."O -JD 

over the previous fiscal year (right). 
The last graph gives the best picture of this 
agency's actual funding fate. 
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Burton H. Klein 
Projessor oj Economics, Emeritus 

I N COLLEGE professors, the ability to 
concentrate on the matter at hand to 

the exclusion of all else sometimes leads 
to charges of absent-mindedness. In the 
case of Burt Klein, who became profes
sor of economics emeritus at Caltech 
this year, it has also led to a reputation 
for a probing, original, and perceptive 
approach to whatever problem he is 
zeroing in on. "You don't always agree 
with his conclusions," says his colleague 
Alan Sweezy, "but you never fail to get a 
lot of new ideas about the possibilities." 

One of Klein's conclusions is, for 
example, that industry needs to be more 
unstable, at least on the small-scale level 
of firms involved in all-out rivalry to 
dominate an active, technologically 
evolving field. That kind of instability, 
he says, produces a number of economic 
benefits, including large-scale stability in 
the economy as a whole. Klein is partic
ularly interested in the economics of 
innovation and how it is related to or
ganizational structure. He feels that 
many American organizations have 
become so stable that they have ossified. 
In explanation of his theories he has 
written a number of books, most re
cently Dynamic Economics and The 
Slowdown in Productivity Advances: A 
Dynamic Explanation. 

Klein received both his AB and his 
PhD from Harvard, was a staff member 
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of the President's Council of Economic 
Advisers from 1948 to 1952, and then 
joined RAND Corporation. He became 
head of RAND's economics department 
in 1961, and came to Caltech in 1967. In 
addition he has served as a consultant to 
the Council of Economic Advisers, the 
Bureau of Budget, the Disarmament 
Agency, the Brookings Institution, and 
the Swedish and Israeli governments. A 
project that interests him currently is 
making a study of the differences be
tween American and Japanese industry 
and productivity. 

_Heinz Lowenstam 
Professor oj Paleoecology, Emeritus 

ORDINARILY, "survivor" and "pearl 
diver" are not words used to 

describe academicians, but Leon Silver, 
the Keck Foundation Professor of Re
source Geology, chose them to character
ize Heinz Lowenstam, who recently 
became professor of paleoecology emeri
tus. Speaking at the May faculty dinner, 
Silver documented his usage with both 
biographical material and research eval
uation. Lowenstam, he pointed out, who 
was born in Germany and attended the 
University of Munich, earned a PhD in 
paleontology in 1937. Under the influ
ence of the Nazis, however, the degree 
was denied because Lowenstam is Jew
ish. (A happy footnote to this episode is 
that Munich did award him an honorary 
PhD in 1981 and created a symposium 
in his honor.) 

Actual survival probably was possible 
only because Lowenstam left Germany 
in 1937 for the United States. His scho
lastic credentials, in the form of two 
letters from his professors, were ac
cepted by the University of Chicago, 
where he was granted a PhD in 1939. He 
did research for that degree on the 
geology of the East Nazareth Mountains 
in Palestine and later worked on local 
Illinois paleontology, getting to the field 
by riding the streetcar to the end of the 
line - where he found 400-miIHon-year
old fossils in some outcrops. Over the 
next several years he worked as state 

paleontologist at the Illinois State Mu
seum, as a geologist for the Illinois State 
Geological Survey, and as research asso
ciate and then associate professor at the 
University of Chicago. In 1952 he came 
to Caltech as professor of paleoecology. 

Lowenstam's research has been dis
tinguished, and he has been elected to 
the National Academy of Sciences and 
the American Academy of Arts and 
Sciences because of it. He is recognized 
as the developer of the thesis that an
cient reefs are important petroleum 
habitats and, with Nobel Laureate 
Harold Urey and Sam Epstein (now 
professor of geochemistry at Caltech), 
of the ability to determine by means of 
oxygen isotopes the temperatures of 
ancient seas. These seas have continued 
to interest him, but he has also done 
research on modern reefs and the ecol
ogy of living as well as fossil marine 
organisms, being particularly interested 
in the evolution of their skeletal mineral
ogy. Recently he has been studying geo
chemical methods for distinguishing 
minerals produced by living organisms 
from inorganically formed minerals. 

Petroleum habitats, the thermal 
history of oceans, and unforeseen 
mineral diversity in invertebrates are a 
few of the "pearls" Lowenstam has 
dived for and found, but, said Silver, 
"taking the unexpected point of view 
and thus forcing scientists to readdress 
fundamental questions is the hallmark 
of all his thinking,_and that is his great
est contribution." 



James O. McCaldin 
Professor of Applied Physics and 
Electrical Engineering, Emeritus 

JAMES o. MCCALDIN has decided, after 
15 years of teaching and directing 

graduate students, to go more fully into 
some of his other interests - including 
music and an Arizona ranch. So, in 
September, he adds "professor emeritus" 
to his academic title. McCaldin is known 
for his carefully thought-through advice 
to both graduate and undergraduate 
students and for making the freshman 
Solid-State Electronics Laboratory 
course one of the more enjoyable aca
demic possibilities of the freshman year. 
When his other interests permit, he will 
continue to spend time at the Institute, 
pursuing his life-long interest in mate
rials and devices and informally educat
ing students in their subtleties. 

McCaldin completed his PhD degree 
in engineering at Caltech in 1954. After 
a couple of years devoted to physical 
metallurgy at General Motors, he fo
cused his efforts on semiconductor 
materials at the Hughes Aircraft Com
pany, becoming department head for 
that activity. This work continued at the 
North American Aviation Science Cen
ter, after-its founding in 1961. He is one 
of the pioneers in some of the key tech
nologies that have made possible the 
current semiconductor revolution. He 
did early work on the planar process, for 
example, which is used in all modern 

chip-based electronics. In some of the 
earliest papers on the subject, he estab
lished the use of ion implantation for 
doping semiconductor devices. In recent 
years, he has concentrated on the prop
erties of interfaces and on developing 
methods for preparing semiconductor
grade crystals on dissimilar substrates. 
Says his colleague Thomas McGill, "His 
research has always been characterized 
by an adventuresome but scholarly 
development of a new concept that has 
frequently later become one of the 
keys to important technological 
developments ." 

Ray D. Owen 
Pnifessor of Biology, Emeritus 

AT THE FACULTY dinner in May, Ray 
Owen was described by Kent Clark, 

professor of literature, as warmer than 
most people, "possibly because he was 
born in a cold climate and learned early 
to huddle"; a genius in immunogenetics, 
"National Academy and all that"; 
Welsh, "which means that he's a singer 
(and a star in the Caltech Stock Com
pany) and inherently crafty even though 
he looks increasingly guileless"; and 
with the tragic flaw of being a baseball 
fan (of the California Angels), "a curse 
on a level somewhere between having 
scabies and wearing a hair shirt." All 
more or less true. 

Wisconsin-born and of Welsh de
scent, Ray David Owen got his PhD at 
the University of Wisconsin in genetics 
in 1941. In 1947 he came to Caltech as 
associate professor of biology, became 
full professor in 1953, and professor 
emeritus in 1983. In the interim he has 
had an active and distinguished career. 
His research has been mainly in the 
fields of mammalian genetics and im
munology and in such areas as tissue 
and organ transplantation and develop
mental studies. He is co-author with 
Adrian Srb and Robert Edgar of a 
widely used textbook, General Genetics. 

In addition to membership in NAS, 
he belongs to a number of other learned 

and professional societies. He has served 
as officer or board member for many of 
them and as a member of many national 
and state committees. He was president 
of the Genetics Society of America, for 
example, on the board of directors of 
the American Society of Human 
Genetics, and chairman of various com
mittees for the National Institutes of 
Health and the National Science Foun
dation. For three years he was the "sci
entist-member" of the President's Can
cer Panel, acting in an advisory capacity 
to Presidents Nixon and Ford. 

Somehow, Owen has also found time 
to be a conscientious and busy citizen of 
the Caltech community. He was chair
man of the Division of Biology from 
1961 to 1968 and vice president for 
student affairs and dean of students 
from 1975 to 1980. He has been a dedi
cated teacher throughout his career and 
is a recipient of an ASCIT award for 
teaching excellence. He found his chair
manship of the faculty committee on the 
freshman year at Caltech in the late 
1960s particularly rewarding since its 
work led to the inauguration of pass-fail 
grading for freshmen, the introduction 
of electives into the freshman curricu
lum, and the admission of women to 
Caltech's freshman class. For some or all 
of the above reasons, Owen was elected 
to honorary membership in the Caltech 
Alumni Association in June. 
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The~timum Shap_e __ _ 
Researchers at the General Motors Research Laboratories 
have devewped the first integrated system for computer design 
of mechanical parts with minimum mass. 
Optimal Shape Generation automatically optimizes 
the component shape in a single computer run. 
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Figure 1: Decreasing mass plotted as a function 
of design iterations for the component shown in 
Figure 2. 

Figure 2: Black·and·white photographs of shapes 
which appear in color on the CRT screen. 
Increasing darkness indicates increasing stress 
levels within the design limits. 

Step 0 

Step 33 

COMPUTER-AIDED design sys
tems automate the processes 

of generating geometric data and 
engineering drawings of parts, but 
they do not determine whether 
these parts meet structural per
formance requirements. In an 
ongoing research project at the 
General Motors Research Labora
tories, a system has been devel
oped that automatically ensures 
that the design meets structural 
performance constraints. More 
important, Optimal Shape Gener
ation provides the component 
shape with the minimum mass 
capable of satisfying structural 
demands in a single computer run, 
without requiring human interac
tion with the machine. 

In the last two decades, ex
tensive research has been done in 
the area of computer design of 

Step 58 

structural components. Most of 
this work has focused on individ
ual aspects of the process. Drs. 
Jim Bennett and Mark Botkin 
have succeeded in integrating the 
process from description of the 
model through convergence to the 
optimum solution. 

Conventional systems con
tinue distinctions characteristic of 
age-old "build and test" methods 
by separating the tasks of design 
generation and design analysis. 
Typically, a "designer" uses one 
computer system to produce engi
neering drawings of a given part. 
The task then shifts to an "evalua
tor" who creates a mathematical 
model with which to test the 
design on another computer sys
tem. The evaluator determines 
only whether or not the design 
meets the requirements. A lengthy 
interaction between the designer 
and the evaluator is required to 
optimize the design. Optimal 
Shape Generation integrates the 
process from design generation 
through design optimization. The 
system can generate the mathe
matical model from the design 
data as the shape changes without 
requiring additional input, thereby 
turning the process from a multi
person, multimachine operation 
into a one-person, one-machine 
operation. 
. Since there is no interaction 
beyond the initial input, a flexible 
description of the problem is cru
cial to effective use of the system. 
The researchers responded to this 
challenge by developing a geomet
ric format based on· a parametric 
deScription of the boundary. 
Defining the problem with geo
metric data is desirable because it 
describes the shape of the part in a 



form directly suitable for concep
tual visualization. 

Because the boundary geo
metric description must be trans
formed into an analysis model not 
once but several times, some type 
of automatic finite element mesh 
generation is required. The 
researchers adapted a mesh gen
eration technique which divides a 
closed region into triangular ele
ments based on a discrete descrip
tion of the boundary. The sizes of 
the elements of the mesh are 
determined by a characteristiC 
length selected for each problem 
and are related to the need for 
accurately describing the geome
try. Automatic triangulation is 
used to create a set of connectivi
ties for the discrete points placed 
uniformly throughout the part's 
interior with approximately the 
same density as the boundary 
points. The combination of bound
ary data description and auto
matic mesh generation permits 
the system to accommodate major 
changes in shape from the initial 
design. 

A DEQUACYof the triangular 
ffmeshes to calculate accurate 
stress levels was next addressed 
by the development of an adaptive 
mesh refinement scheme. By eval
uatiilg the solution for the uniform 
mesh created by the choice of 
characteristic length and identify
ing areas where the strain energy 
density changes rapidly, the sys
tem selects the areas of the mesh 
that require mesh refinement. 
These refinements can take the 
form of either adding elements in 
the area to be refined or increas
ing the order of the finite element 

polynomial interpolation. The 
former approach has been taken, 
because. it can be implemented 
automatically and does not require 
the formulation of new finite ele
ments. 

The culmination of the proc
ess introduces an optimization 
routine which directs the design 
toward a minimum mass 
configuration. A mathematical 
optimization technique is used to 
change the design to that shape 
giving minimum mass within the 
structural constraints. This opti
mization technique is based upon 
a sequential first-order Taylor 
series approximation of the con
straints and a feasible directions 
solution of the problem. Periodic 
mesh refinements are performed 
throughout the optimization, since 
the design is continually changing, 
and the system must predict the 
stresses and the behavior of the 
constraints as the design changes. 

"By taking an integrated 
approach," says Dr. Bennett, 
"we're able to combine the objec
tives of reducing the mass of the 
material and meeting structural 
performance requirements in a 
single automatic system." 

"We expect," adds Dr. Bot
kin, "that in the future this tech
nique will become the standard 
way of designing structural com
ponents." 

General Motors 

THE 
MEN 
BEHIND 
THE 
WORK 
Drs. Jim Bennett and Mark Botkin 
are members of the Engineering 
Mechanics Department at the 
General Motors Research Labora
tories. 

Dr. Bennett holds the title of 
Assistant Department Head. He 
attended the University of Michi
gan as an undergraduate and 
received his graduate degrees 
from the same institution in the 
field of aerospace engineering. His 
Ph.D. thesis concerned non-linear 
vibrations. Before coming to Gen
eral Motors in 1973, he taught 
aeronautical and astronautical 
engineering at the University of 
Illinois. 

Dr. Botkin is a Staff 
Research Engineer. He received 
his undergraduate and graduate 
degrees from the University of 
Missouri at Rolla. His graduate 
work was in the field of civil engi
neering, and his doctoral thesis 
concerned structural optimiza
tion. Prior to joining General 
Motors in 1978, he worked for four 
years as a consultant to computer 
applications engineers. 



Random Walk 

Ray U ntereiner -
1898-1983 

R OBERT ANDREWS MILLIKAN met 
Raymond Edward Untereiner be

tween trains in Chicago in 1925 and 
hired him on the spot. Millikan wanted 
all Caltech students to do at least one
fifth of their academic work in the hu
manities, and he was building an out
standing teaching faculty to do the job. 

Born on April 25, 1898, in Redlands, 
California, Ray Untereiner became an 
outstanding debator on an outstanding 
University of Redlands debate team. 
With his AB in hand he went to Harvard 
to study economics and law. He taught 
economics and had the best academic 
record in the department while earning 
his master's degree, but he really wanted 
to be a lawyer and was disappointed 
when eye trouble forced him to leave 
Harvard Law School in 1923. 

He moved to Joliet, Illinois, where he 
taught high school and was able to re
sume his law studies at night at Mayo 
College where he received a Doctor of 
Jurisprudence degree in 1925, the same 
year he met Dr. Millikan - and married 
Lucile Whitlock, to whom he proposed 
the night they met. 

Beginning in the fall of 1925, Ray 
coached the Caltech debate team and 
practiced law in downtown Los Angeles 
until 1931 when he returned to Chicago 
for one year to finish a Northwestern 
PhD in economics. During the depres-
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sion years, he taught economics and law 
and, when Bill Munro was away, history. 
One law class particularly remembered 
him for his offhand remark, "A contract 
is binding even if it is written on cheese." 

Ray was dean of freshmen from 1937 
to 1943, during which time the Unter
einers got to know the Millikans quite 
well. Every fall the Millikans had the 
freshmen (and the Untereiners) to din
ner, 30 students at a time, for six consec
utive Sunday evenings. In those days 
Caltech had fraternities, and Ray was 
also the faculty adviser to the Gnomes. 

From 1941 to 1943, Ray was chair
man of a Los Angeles County Citizens 
Committee on local tax reform. He was 
also chairman of the Free Enterprise 
Committee of the L.A. Chamber of 
Commerce. In 1943 he went to New 
York City where, for two years, he was 
economist for the National Association 
of Manufacturers, but he returned to 
Caltech as professor of history and 
economics rather than opting for a 
higher paying job in industry. 

In 1951, Ray ran for the Pasadena 
School Board on a reform ticket, was 
elected president of the Board, and 
guided the schools through a difficult 
time. From 1954 to 1959, he was a mem
ber of the California Public Utilities 
Commission. He and Lucile lived in San 
Francisco and loved it. From 1959 to 
1961, after he resumed his teaching at 
Caltech, Ray was an adviser to the 
Atomic Energy Commission. 

When I came to Caltech in 1959, I 
shared an office in the basement of 
Dabney Hall with Ray Untereiner. No 
one could have been more gracious than 
he. I much enjoyed his good humor, his 
stories, and his appreciation of good 
living. Ray and Lucile entertained the 
Olivers with grace and elegance in the 
lovely home they owned for the 34 years 
between 1932 and 1966. It was on the 
northeast corner of Wilson and San 
Pasqual, virtually on campus. 

When I was a city director, Ray was a 
member of a Charter Study Committee 
considering, among other things, a 
charter amendment to permit district
only primary elections. It was a change I 
favored, and I was greatly pleased when 
he told me, in some confidence, that I 
was "on the side of the angels." He 
was a good friend and a thoughtful 
person whose wisdom was widely 
acknowledged. 

Ray retired in 1968, after which he 
and Lucile traveled widely. Until re
cently, they spent summers at Lake 
Tahoe where they enjoyed their friends, 
their children, and their grandchildren. 
Ray suffered a stroke in 1981, but he 
allowed his disability to interfere only 
slightly with his social schedule. He 
came to Caltech faculty parties, he dined 
as well and played bridge as fiercely, land 
as well, as ever. He was 85 when he died 
on July 7,1983. He had had a good life. 

- Robert Oliver, 
professor oj economics 

People Power 

T HE LATE John D. MacArthur, an 
insurance and real estate magnate, 

liked to bet "on individual explorers, 
while everybody else is off on another 
track." So he set up the John D. and 
Catherine T. MacArthur Foundation of 
Chicago and made it clear that he 
wanted it to support exceptionally tal
ented people, not projects. In July, John 
Hopfield, who is Dickinson :t:>rofessor of 
Chemistry and Biology at Caltech, was 
recognized as one of those people. He 
received a MacArthur Foundation Prize 
Fellow Award - a no-strings-attached, 
tax-free grant of $244,000 to be paid out 
over a period of five years. 

Hopfield will use his award to con
tinue his current research - sans a lot of 
econOlilic pressure. He is attempting to 
understand the relation between struc-



ture and function in biological systems 
by constructing models of collections of 
neurons in an effort to determine how 
the brain functions as a physical sy.stem. 
He believes it is possible that some of 
the unique mechanisms of the brain can 
be incorporated into computers to dra
maticaJly change and Improve computer 
capabilities. (See "Brain, Computer, and 
Memory," by John Hopfield. E&8, 
September 1982.) 

Originally a physicist, Hopfield came 
to Caltech from Princeton where he had 
been on the faculty for 16 years, and 
before that, at UC Berkeley. He got his 
AB from Swarthmore in 1954 and his 
PhD at Cornell in 1958 and then was a 
member of the technical staff of Bell 
Telephone Laboratories for two years. 
He is a member of the National Acad
emy of Sciences and of the American 
Academy of Arts and Sciences. In 1969 
he was recipient of the American Physics 
Society'S Buckley Prize in Solid State 
Physics for his work on the interaction 
of light with solids. 

Information Resource 

CALTECH'S libraries acquired a new 
head man on July I, one who is 

charged with developing and implement
ing a new approach to problems of a 

university library system in an era of 
rapidly expanding amounts of informa
tion and almost equally rapidly changing 
technology to deal with it. Glenn L. 
Brudvig has a title that is new in the 
history of libraries at Caltech as well -
director of information resources. Brud
vig comes to the Institute from the Uni
versity of Minnesota where he was direc
tor of the Bio-Medical Library, a post in 
which he developed automated proce
dures that put that institution in the 
forefront of medical libraries in the 
country. He was also director of the 
Institute of Technology Libraries at the 
University and had been responsible for 
the direction and development of com
puter applications in the libraries system. 

A native of Wisconsin, Brudvig 
attended the University of North Da
kota, where he received a BS in educa
tion and an MA in history. He also has 
an MA in library science from the Uni
versity of Minnesota. And he is the 
father of a Caltech alumnus, Gary, who 
received his PhD at the Institute in 1981. 
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in major defense programs which 
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